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1. Linearization 
While linearization is variable, certain movements must be leftward. We argue that this is because rightward 
movement of obligatory material causes parsing difficulties that are otherwise absent. Evidence comes from 
heavy-XP shift. The resulting constraint can be brought to bear on the linear asymmetry described in 
Greenberg’s (1963) Universal 20 if difficulties in parsing drastically suppress the typological frequency (as 
per Hawkins 1990, 2009 and Kirby 1999). 
 

This section is based on Klaus Abels and Ad Neeleman. 2024. e. Ms. UCL. 
 

1.1 Nature abhors a vacuum 
Neeleman and Weerman (1999) argued for two basic syntactic freedoms: freedom of linearization (as in 
Dutch PP extraposition) and freedom of projection (as in Dutch scrambling). The approach is that flexi-
bility comes for free, while rigidity requires an explanation. 
 The analysis of Universal 20 requires both freedom of linearization and rigid leftward movement of 
(constituents containing) the noun (Cinque 2005, Abels and Neeleman 2012): 
 

(1)  When any or all of the items demonstrative, numeral, and descriptive adjective precede the 
noun, they are always found in that order. If they follow, the order is either the same or its 
exact opposite. (Greenberg 1963) 

 

(2) Symmetric base-generation:  
 a. [Dem [Num [A N]]] attested 
 b. [[[N A] Num] Dem] attested 
 

(3) Asymmetric movement:  
 a. [N [Dem [Num [A N]]]] attested 
 b. *[[[[N A] Num] Dem] N] unattested 
 

We show that certain rightward movements are problematic in parsing and propose that a subset of struc-
tures derived by such movements are subject to typological attrition if given enough time. 
 If traces are (partial) copies of moved categories, the parser cannot insert a trace before having hy-
pothesized that a given category has undergone movement. This implies filler-driven parsing of leftward 
movement (Phillips and Wagers 2007). 
 On the filler-driven strategy, incremental parsing of the string in (4) may be conceptualized as in (5) 
(the symbol e represents an empty position). The thing to note that e is filled immediately after it has been 
created (i.e. before D is parsed).  
 

(4) X-A-B-C-tX-D-E-F 
 

(5) a. X Leftward movement 
 b. X  A  B  C 
 c. X  A  B  C  e 
 d. X  A  B  C  X 
 e. X  A  B  C  X  D  E  F 
 

Contrast this with the parsing steps involved in incremental analysis of a string in which an element X 
that would normally obligatorily follow C has moved rightward: 
 

(6) A-B-C-tX-D-E-F-X 
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(7) a. A  B  C  Rightward movement (obligatory material) 
 b. A  B  C  e 
 c. A  B  C  e  D  E  F 
 d. A  B  C  e  D  E  F  X 
 e. A  B  C  X  D  E  F  X 
 

The sequence of steps in (7) can in turn be distinguished from those necessary to parse the same string if 
X is an element that can optionally follow C.  
 

(8) a. A B  C  Rightward movement (optional material) 
 b. A  B  C  D  E  F 
 c. A  B  C  D  E  F  X 
 d. A  B  C  e  D  E  F  X 
 e. A  B  C  X  D  E  F  X 
 

Thus, rightward movement of obligatory material is qualitatively different from both leftward movement 
and rightward movement of optional material. This qualitative difference creates difficulties in the parsing 
of rightward movement of obligatory material. 
 The core of the problem is that in (7) e fails to be filled and is removed from the leading edge of the 
parse tree. There is no problem with empty positions that remain unfilled as long as they are pushed 
rightward as further material is processed: 
 

(9) a. A  B  C  e 
 b. A  B  C  D  e 
 c. A  B  C  D  E  e 
 d. A  B  C  D  E  F 
 

(10) Leading Edge Constraint (LEC) 
 e must be filled immediately or remain at the leading edge of the parse tree. 
 

The LEC may explain why the movement component in the analysis of Universal 20 is asymmetric. The 
noun is an obligatory element in the noun phrase. Hence, the movement in (3b) will require a parsing 
process in which e is generated and subsequently pushed from the leading edge. If so, language change 
away from the offending grammar is likely (Hawkins 2009 and Kirby 1999). 
 How to test the proposal? Heavy-XP shift is relevant. If the verb is obligatorily transitive, heavy XP 
shift should cause parsing difficulties:  
 

(11) a. John ate (the food that his brother prepared). optionally transitive 
 b. John ate t1 yesterday [the food that his brother prepared]1. 
 

(12) a. John devoured *(the food that his brother prepared). obligatorily transitive 
 b. John devoured t1 yesterday [the food that his brother prepared]1. 
 

(13) a. John ate Heavy XP shift (optional object) 
 b. John ate yesterday 
 c. John ate yesterday the food that his brother prepared 
 d. John ate e  yesterday the food that his brother prepared 
 e. John ate the food that his brother prepared yesterday the food that his brother prepared 
 

(14) a. John devoured Heavy XP shift (obligatory object) 
 b. John devoured e 
 c. John devoured e  yesterday 
 d. John devoured e  yesterday the food that his brother prepared 
 e. John devoured the food that his brother prepared yesterday the food that his brother 

prepared 
 

(15) Heavy-XP shift of obligatory objects should cause parsing difficulties during the processing 
of material crossed by the movement; heavy-XP shift of optional objects should not. 
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There is a further prediction. After the filler has been identified, there is one subsequent step in (13), 
namely the placement of a copy in e. In (14) there are two subsequent steps, as e must first be created be-
fore it can be filled by a copy of the shifted object. Thus: 
 

(16) The processing of an obligatory object that has undergone heavy-XP shift should be easier 
than the processing of an optional object that has undergone this movement. 

 

We consider these predictions before returning to Universal 20. 
 

2. Testing the predictions 
2.1 Literature review 
Two sources of convergent evidence: corpus studies by Wasow (1997a,b) and eye-tracking experiments 
by Staub et al. (2006). Corpus studies are relevant because speakers parse their own speech (Levelt 1989). 
Wasow found the following (Vt = obligatorily transitive verb; Vp = transitive verbs that have an alterna-
tive use with an immediately following PP and no NP object. 
 

Brown corpus (written) Switchboard corpus (spoken) 
χ2(1) = 6.49, p < .02 χ2(1) = 10.65, p < .01 

Vt Vp Vt Vp 
5.6% 9.3% 1.45% 3.82% 

Table 1: Percentage of heavy-XP-shifted DP-objects in two corpora as determined by verb transitivity 
 

Two eye-tracking experiments reported in by Staub et al. 2006 confirm the predictions in (15) and (15) 
more directly: 
 

 Verb Adverbial Object 
VOblTr no difference slower on all measures faster on crucial measures 
VOptTr faster on all measures slower on crucial measures 

Table 2: Comparison of reading times in three regions of sentences with a heavy-XP-shifted object 
 

The effect is categorical rather than gradient. The verbs that Staub et al. used in their second experiment 
showed variation in their preference for a transitive frame. However, the reported effect was not corre-
lated with this, but was only found with obligatorily transitive verbs  
 Given the importance of predictions (15) and (16) for our argumentation, we ran two additional ex-
periments, intended to replicate and extend Staub et al.’s findings using different experimental paradigms 
(self-paced reading and a maze task): 
 

 one adverbial two adverbials 
VOblTr 
VOptTr 

Subject VOblTr t Advprim Object Subject VOblTr t Advsec Advprim Object 
Subject VOptTr t Advprim Object Subject VOptTr t Advsec Advprim Object 

Table 3: Structures tested in the self-paced reading and maze tasks 
 

The point of the second adverbial was to determine whether any slow-down on the material separating 
verb and object could be due to surprisal. The Leading Edge Constraint predicts that parsing difficulties 
should persist. By constrast, if the slow-down reported by Staub et al. is an effect of surprisal, reaction 
times should return to normal as the point of surprisal recedes. 
Thus, the predictions under scrutiny are the following:  
 

(17) a. Reaction times over the primary adverbial will be slower in the obligatorily transitive 
condition than in the optionally transitive condition, irrespective of the presence of 
absence of a delay adverbial.  

 b. Reaction times over the first few words of the shifted object will be faster in the obli-
gatorily transitive condition than in the optionally transitive condition. 

 

2.2 Self-paced reading 
In self-paced reading (Just et al. 1982) participants read a sentence on a computer screen. The sentence 
starts off masked and the participant presses a button to reveal each successive word and mask the 
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previous word. The time between button presses is measured. 
 We ran our experiment online using Gorilla  and Prolific. 
 Materials consisted of ninety-six test sentences and forty-eight fillers. Test sentences were identical to 
or adapted from those used by Staub et al. (2006). A sample item made up of four test sentences is given 
in (18) (where attack is optionally and bother obligatorily transitive). Fillers were grammatical sentences 
(comparable in complexity) in which some category had been fronted or extraposed. 
 

(18) a. Sara attacked1 with no mercy2 the red ants4 living on the windowsill. 
 b.  Sara attacked1 for ten minutes3 with no mercy2 the red ants4 living on the windowsill. 
 c. Sara bothered1 with no mercy2 the red ants4 living on the windowsill. 
 d.  Sara bothered1 for ten minutes3 with no mercy2 the red ants4 living on the windowsill. 
 

Thus, the experiment had a 2x2 design, with the nature of the verb (obligatorily/optionally transtive) and 
the presence/ absence of an delay adverbial as the variables we manipulated and reading times over the 
primary adverbial and the onset of the heavy NP as dependent variables. 
• Prediction (17a) is confirmed if (i) reading times over the primary adverbial are slower in the obligato-

rily transitive conditions and (ii) there is no interaction with the presence of a delay adverbial.  
• Prediction (17b) is confirmed if reading times at the onset of the heavy NP are faster in the obligato-

rily transitive conditions. 
Test items were distributed over four list. In addition, all fillers were added to all lists. Fillers and test sen-
tences were presented in pseudo-randomized order. All experimental and filler sentences were followed 
by a comprehension question. 
 We recuited 116 participants. For various reasons, thirty-four participants were excluded, leaving 
eighty-two participants whose data was subjected to analysis. Data cleaning yielded 101,695 response 
times, which were log-transformed and residualized. Filler trials were stripped out and the resulting 
16,961 responses were subjected to analysis. 
 

  
Table 4: Plots for reading times in the one/two adverbial conditions (obl: obligatorily transitive verb; opt: 
optionally transitive verb; one: one intervening adverbial; two: two intervening adverbials) 
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As the graphs show, residual reading times are 
longer for obligatorily transitive verbs across both 
the primary and the delay adverbial, with spikes at 
the onset of each adverbial. 
 We fitted seven linear mixed effects models to 
the residual reading times with contrast-coded 
conditions for the number of adverbials and the 
optional/obligatory transitivity of the verb.   
 Significance testing was done using model re-
ductions. A limited random effects structure was 
used to ensure that all models, including reduced 
ones, would converge non-defectively. We used 
Bonferroni correction in determining significance 
levels (as seven models were fitted). 
 
 
 
 
 
 
 
 
 

 

 
Table 6: Significance levels of reactions times in verb, the primary adverbial and the heavy object 
 

Our results show a significant main effect of the optional/obligatory transitivity of the verb on the pri-
mary adverbial (PrimP1, PrimP2 and PrimP3), but no main effect of the presence of a delay adverbial and 
no interaction. So, the slowdown over the primary adverbial in the transitive conditions occurs inde-
pendently of whether this adverbial immediately follows the verb or appears further downstream. No 
other effects were significant: obligatory transitivity did not affect reading times over the onset of the 
heavy NP. Hence, the data confirm prediction (17a), but not prediction (17b). 
 An additional analysis that included the delay adverbial (ten models, the three for the delay adverbial 
missing all one-adverbial conditions) found a significant effect of obligatory transitivity on the three 

	
## # A tibble: 28 × 8	
##    Zone   term           estimate std.error statistic     df p.value 
corrected.p	
##    <fct>  <chr>             <dbl>     <dbl>     <dbl>  <dbl>   <dbl> <chr>      	
##  1 V2     (Intercept)      0.0159    0.0149    1.07     50.2 0.291   ns         	
##  2 V2     OBL_contrast     0.0255    0.0136    1.87   1890.  0.0622  ns         	
##  3 V2     PPS_contrast    -0.0126    0.0137   -0.925  1891.  0.355   ns         	
##  4 V2     OBL_contrast:…  -0.0214    0.0273   -0.784  1889.  0.433   ns         	
##  5 PrimP1 (Intercept)      0.0652    0.0127    5.12     31.7 0.00001 ***        	
##  6 PrimP1 OBL_contrast     0.06      0.0135    4.46   1896.  0.00001 ****       	
##  7 PrimP1 PPS_contrast     0.0302    0.0135    2.24   1897.  0.0252  ns         	
##  8 PrimP1 OBL_contrast:…  -0.0158    0.0269   -0.586  1895.  0.558   ns         	
##  9 PrimP2 (Intercept)      0.0506    0.0097    5.19     30.3 0.00001 ****       	
## 10 PrimP2 OBL_contrast     0.0621    0.0123    5.04   1895.  0       ****       	
## 11 PrimP2 PPS_contrast    -0.0311    0.0123   -2.52   1897.  0.0117  ns         	
## 12 PrimP2 OBL_contrast:…  -0.036     0.0246   -1.46   1894.  0.144   ns         	
## 13 PrimP3 (Intercept)      0.0015    0.0102    0.152    32.2 0.881   ns         	
## 14 PrimP3 OBL_contrast     0.0457    0.0119    3.84   1896.  0.00013 ***        	
## 15 PrimP3 PPS_contrast    -0.0319    0.0119   -2.68   1898.  0.00747 ns         	
## 16 PrimP3 OBL_contrast:…   0         0.0238    0.0011 1895.  0.999   ns         	
## 17 HNP1   (Intercept)      0.0451    0.0099    4.54     30.0 0.00009 ***        	
## 18 HNP1   OBL_contrast     0.0108    0.012     0.896  1898.  0.370   ns         	
## 19 HNP1   PPS_contrast    -0.0148    0.012    -1.23   1898.  0.219   ns         	
## 20 HNP1   OBL_contrast:…  -0.0029    0.024    -0.120  1897.  0.905   ns         	
## 21 HNP2   (Intercept)      0.0182    0.0122    1.49     35.5 0.145   ns         	
## 22 HNP2   OBL_contrast    -0.0013    0.0117   -0.112  1892.  0.911   ns         	
## 23 HNP2   PPS_contrast     0.0064    0.0117    0.55   1892.  0.582   ns         	
## 24 HNP2   OBL_contrast:…  -0.0425    0.0234   -1.82   1891.  0.0691  ns         	
## 25 HNP3   (Intercept)      0.0174    0.0151    1.16     30.8 0.256   ns         	
## 26 HNP3   OBL_contrast     0.0059    0.0118    0.498  1895.  0.618   ns         	
## 27 HNP3   PPS_contrast    -0.0217    0.0118   -1.85   1896.  0.0652  ns         	
## 28 HNP3   OBL_contrast:…   0.0145    0.0236    0.614  1895.  0.539   ns	
As	can	be	seen,	there	is	a	significant	main	effect	of	obligatoriness	on	all	three	words	of	the	
PP	of	interest	but	no	main	effect	of	the	position	of	this	PP	(one	or	two)	and	no	interaction.	
These	effects	reflect	a	significant	slowdown	in	reaction	times	on	PrimP1,	PrimP2,	and	
PrimP3	in	the	obligatorily	transitive	conditions	independently	of	whether	the	preposition	
comes	immediately	after	the	verb	or	further	downstream	(after	the	secondary	PP).	No	
other	effects	were	significant.	In	particular	there	were	no	main	effects	of	the	position	of	the	
PP	of	interest	and	no	interactions.	
As	an	aside,	an	analysis	which	includes	the	secondary	PP	(and	then	creates	10	models,	the	
three	models	for	the	secondary	PP	being	rank	deficient)	finds	the	same	significant	effect	of	
obligatoriness	on	the	three	words	of	the	primary	PP	and	in	addition	a	significant	slowdown	
on	the	first	word	of	the	secondary	PP	in	the	obligatory	condition.	No	other	effects	are	
significant	in	this	analysis	(using	Bonferroni	correction).	

 
Table 5: Combined reading time plots (obl: obligatorily 
transitive verb; opt: optionally transitive verb; one: one 
intervening adverbial; two: two intervening adverbials) 
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words of the primary adverbial. In addition, it found a significant slowdown in the obligatorily transitive 
condition on the first word of the delay PP, in line with expectations. 
 

2.3 Maze 
Our second experiment was a maze task (Forster et al. 2009). In a maze task participants are presented 
with a forced choice at each position between a target word that allows a legitimate continuation of the 
sentence and a distractor that does not. Participants press a button corresponding to what they think is 
the correct word, with reaction time used as the dependent measure.  
 Distractors were existing words chosen Boyce et al.’s (2020) A(uto)-Maze method and subsequently 
checked and adjusted by hand. 
 We ran the experiment online using Gorilla and Prolific. Target sentences were largely identical to 
those used in the self-paced reading study, but we increased the number of words preceding the verb as 
errors can occur in maze tasks at the beginning of sentences. In the sample in (19), attack is optionally and 
bother obligatorily transitive. 
 

(19) a.  b.  c.  d.  
 The x-x-x The x-x-x The x-x-x The x-x-x 
 woman yours woman yours woman yours woman yours 
 in mid in mid in mid in mid 
 the than the than the than the than 
 old nor old nor old nor old nor 
 house rates house rates house rates house rates 
 attacked1 patience attacked1 patience bothered1 patience bothered1 patience 
 with2 blog for3 tool with2 blog for3 tool 
 no2 ha ten3 app no2 ha ten3 app 
 mercy2 tends minutes3 improve mercy2 tends minutes3 improve 
 the4 cent with2 blog the4 cent with2 blog 
 red4 ago no2 ha red4 ago no2 ha 
 ants4 vivo mercy2 tends ants4 vivo mercy2 tends 
 living videos the4 cent living videos the4 cent 
 on gain red4 ago on gain red4 ago 
 the glad ants4 vivo the glad ants4 vivo 
 windowsill. stipulates living videos windowsill. stipulates living videos 
   on gain   on gain 
   the glad   the glad 
   windowsill. stipulates   windowsill. stipulates 

 

Fillers were grammatical sentences with a category fronted or extraposed and with a complexity compara-
ble to that of the test items. 
 Thus, the maze experiment had a 2x2 design (verb: obligatorily or optionally transitive; delay adverbial: 
present or absent). We measured reaction times over the primary adverbial and onset of the heavy NP, 
which allowed us to test the predictions in (17).  
 The test items were distributed over four list in Latin-square fashion. In addition, the lists contained 
all forty-eight fillers. Fillers and test sentences were presented in pseudo-randomized order. 
 We recruited 119 participants, of which six were excluded. The data generated by the remaining 113 
participants was submitted to further analysis. 
 Data were excluded for all sentences in which a participant responded incorrectly at any word. This 
left 15,017 data points. Table 7 shows separate plots for the conditions with one and two intervening ad-
verbials, respectively. Table 8 shows the combined plot.  
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Table 7: Plots for choice times in the one/two adverbial conditions (obl: obligatorily transitive verb; opt: 
optionally transitive verb; 1: one intervening adverbial; 2: two intervening adverbials) 
 

Two aspects of the plots stand out. In both the 
one-adverbial and the two-adverbial condition the 
line representing items with obligatorily transitive 
verbs is systematically above the line representing 
items with optionally transitive verbs in the first 
area of interest (PrimP1–PrimP3). In the second 
area of interest, the lines cross on HNP1 and 
then effectively merge. In the the two-adverbial 
condition, the delay adverbial is also slower if the 
verb is obligatorily transitive. 
 For analysis, conditions were contrast coded. 
Log-transformed reaction times of these data 
were analyzed at each word (excluding the delay 
adverbial) in seven separate linear mixed effects 
models. Significance was tested using model re-
duction and is reported with Boneferroni correc-
tion (see Table 9). 
 Our findings fully bear out the predictsion in 
(16). We found a significant main effect of obliga-

tory transitivity for the primary adverbial (a slowdown over PrimP1, PrimP2 and PrimP3) and a signifi-
cant main effect of obligatory transitivity on the onset of the shifted NP (a speeding up overHNP1). We 
also found a significant main effect of the presence of a delay adverbial on PrimP1, PrimP2, HNP1, and 
HNP2, but crucially no significant interactions with obligatory transitivity. Thi lack of interactions sug-
gests that the slowdown in the obligatorily transitive conditions should not be attributed to surprisal (but 
rather to the LEC). 
 The LEC also predicts that obligatory transitivity will affect reading times over the delay adverbial. We 
ran an additional analysis that included the delay adverbial, so that we could check this prediction. This 
analysis found a significant main effect of obligatory transitivity on SecP1, SecP2, PrimP1, PrimP2, and 
HNP1 and nowhere else. In addition, we found a significant main effect of presence of the delay adver-
bial on PrimP1, PrimP2, HNP1, and HNP2, but crucially no significant interaction with obligatory transi-
tivity. 
 

 
Table 8: Combined choice time plots (obl: obligatorily 
transitive verb; opt: optionally transitive verb; 1: one 
intervening adverbial; 2: two intervening adverbials) 
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Table 9: Significance levels of reactions times in verb, the primary adverbial and the heavy object 
 

We have contrasted LEC effects (which persists) with effects of surprisal (which should subside over 
time). Interestingly, the error rates contain a pattern suggestive of surprisal. Our error rate analysis con-
sisted of 21,413 datapoints from all four zones of interest (674 datapoints were excluded). Plots are given 
in table 10 (for the one-adverbial and two-adverbial conditions separately) and table 11 (combined). 
 

  
Table 10: Plots for error rates in the one/two adverbial conditions (obl: obligatorily transitive verb; opt: 
optionally transitive verb; 1: one intervening adverbial; 2: two intervening adverbials) 
 

## # A tibble: 28 × 8	
##    Zone   term          estimate std.error statistic     df  p.value 
corrected.p	
##    <fct>  <chr>            <dbl>     <dbl>     <dbl>  <dbl>    <dbl> <chr>      	
##  1 V      (Intercept)    6.93e+0    0.0230  301.       55.0 4.06e-90 ****       	
##  2 V      OBL_contrast  -7.56e-2    0.0296   -2.55     23.2 1.77e- 2 ns         	
##  3 V      PP_contrast    1.56e-2    0.0116    1.34   1654.  1.80e- 1 ns         	
##  4 V      OBL_contrast… -2.08e-2    0.0231   -0.898  1651.  3.69e- 1 ns         	
##  5 PrimP1 (Intercept)    6.89e+0    0.0263  262.       55.4 2.10e-87 ****       	
##  6 PrimP1 OBL_contrast  -1.51e-1    0.0229   -6.59     24.0 8.05e- 7 ****       	
##  7 PrimP1 PP_contrast   -1.07e-1    0.0144   -7.42   1629.  1.94e-13 ****       	
##  8 PrimP1 OBL_contrast…  5.54e-2    0.0287    1.93   1629.  5.40e- 2 ns         	
##  9 PrimP2 (Intercept)    6.77e+0    0.0408  166.       30.3 1.96e-46 ****       	
## 10 PrimP2 OBL_contrast  -6.51e-2    0.0152   -4.27     23.7 2.71e- 4 **         	
## 11 PrimP2 PP_contrast   -4.90e-2    0.0118   -4.15   1670.  3.52e- 5 ***        	
## 12 PrimP2 OBL_contrast…  6.09e-2    0.0235    2.59   1673.  9.66e- 3 ns         	
## 13 PrimP3 (Intercept)    6.84e+0    0.0259  264.       55.3 1.97e-87 ****       	
## 14 PrimP3 OBL_contrast  -6.79e-2    0.0230   -2.95     23.5 7.04e- 3 *          	
## 15 PrimP3 PP_contrast    2.11e-4    0.0118    0.0179 1661.  9.86e- 1 ns         	
## 16 PrimP3 OBL_contrast…  3.18e-2    0.0235    1.35   1661.  1.76e- 1 ns         	
## 17 HNP1   (Intercept)    6.86e+0    0.0313  219.       46.0 3.98e-71 ****       	
## 18 HNP1   OBL_contrast   7.98e-2    0.0226    3.53     24.0 1.72e- 3 *          	
## 19 HNP1   PP_contrast    5.74e-2    0.0153    3.75   1599.  1.80e- 4 **         	
## 20 HNP1   OBL_contrast… -2.60e-2    0.0305   -0.853  1601.  3.94e- 1 ns         	
## 21 HNP2   (Intercept)    6.99e+0    0.0339  206.       35.9 7.57e-57 ****       	
## 22 HNP2   OBL_contrast   1.71e-2    0.0177    0.965    22.2 3.45e- 1 ns         	
## 23 HNP2   PP_contrast    3.82e-2    0.0133    2.87   1600.  4.16e- 3 *          	
## 24 HNP2   OBL_contrast…  3.18e-2    0.0265    1.20   1603.  2.29e- 1 ns         	
## 25 HNP3   (Intercept)    6.93e+0    0.0300  231.       38.0 1.90e-61 ****       	
## 26 HNP3   OBL_contrast   1.82e-2    0.0181    1.01     22.7 3.24e- 1 ns         	
## 27 HNP3   PP_contrast   -2.21e-2    0.0130   -1.70   1617.  8.89e- 2 ns         	
## 28 HNP3   OBL_contrast…  3.61e-2    0.0259    1.40   1619.  1.63e- 1 ns	
We	found	a	significant	main	effect	of	obligatoriness	on	PrimP1,	PrimP2,	PrimP3,	and	HNP1	
and	nowhere	else.	Furthermore,	we	found	a	significant	main	effect	of	the	position	of	the	PP	
on	PrimP1,	PrimP2,	HNP1,	and	HNP2.	There	are	no	significant	interactions.	The	estimated	
coefficient	for	all	effects	of	obligatoriness	of	the	object	on	the	PPs	is	positive,	corresponding	
to	longer	reaction	times	in	the	obligatory	conditions.	On	the	heavy	NP	this	coefficient	turns	
negative	corresponding	to	the	shorter	reaction	time	in	the	obligatory	condition.	
As	an	aside,	we	find	a	significant	effect	of	obligatoriness	also	on	the	secondary	PP,	the	PP	
that	immediately	follows	the	verb	in	the	two-PP	conditions.	See	the	original	report	for	
details	of	this	analysis,	which	involves	the	comparison	of	10	models.	
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We excluded data for the delay adverbial. Condi-
tions of interest were contrast coded. Error rates 
were analyzed by conducting 7 separate logistic 
regressions. Significance was evaluated using 
Bonferroni correction. The results are summa-
rized in table 12 below. 
 The only significant effect was a main effect 
of the number of adverbials on PrimP1, due to 
strongly elevated error levels at PrimP1 in the 
one-PP condition, independent of the obligatory 
or non-obligatory transitivity of the verb.  
 The lack of any spike in error rates over the 
primary adverbial in the two-adverbial condition 
suggests that the peak in error rates after the verb 
is a consequence of surprisal.  
 The peak in error rates was present whether 
the verb was obligatorily or optionally transitive. 
This again suggests that we are dealing with sur-
prisal. In Staub et al.’s first experiment, the op-

tionally transitive verbs had a high propensity for transitive use. As we based our experimental items on 
Staub et al.’s, we inherited this transitivity bias. 
 

 
Table 12: Significance levels of error rates in the verb, the primary adverbial and the heavy object 
 

The fact that error rates decrease over time, while the slowdown in reaction times persists suggests that 
the maze experiment allows us to tease apart the consequences of surprisal and the consequences of the 
LEC. But this implies that the latter cannot be reduced to the former. 
 

For	analysis,	the	conditions	of	interest	were	contrast	coded.	The	error	rates	were	analyzed	
by	conducting	7	separate	logistic	regressions	using	the	R’s	lme4	package	(Douglas	Bates,	
Martin	Maechler,	Ben	Bolker,	Steve	Walker	(2015).	Fitting	Linear	Mixed-Effects	Models	
Using	lme4.	Journal	of	Statistical	Software,	67(1),	1-48.	doi:10.18637/jss.v067.i01.):	
Correct	~	OBL_contrast*PP_contrast	+	(1	|	Item)	+	(1	|	ParticipantID).	A	reduced	random	
effect	structure	was	used	to	ensure	convergence	of	the	models.	The	results	of	these	
analyses	are	summarized	below.	Because	7	independent	analyses	were	conducted,	
significance	is	evaluated	using	Bonferroni	correction.	
## # A tibble: 28 × 7	
##    Zone   term                 estimate std.error statistic  p.value 
corrected.p	
##    <fct>  <chr>                   <dbl>     <dbl>     <dbl>    <dbl> <chr>      	
##  1 V      (Intercept)            4.81       0.366   13.1    2.14e-39 ****       	
##  2 V      OBL_contrast           0.465      0.290    1.60   1.09e- 1 ns         	
##  3 V      PP_contrast           -0.0399     0.288   -0.138  8.90e- 1 ns         	
##  4 V      OBL_contrast:PP_con…  -0.393      0.590   -0.667  5.05e- 1 ns         	
##  5 PrimP1 (Intercept)            4.12       0.290   14.2    8.44e-46 ****       	
##  6 PrimP1 OBL_contrast           0.666      0.273    2.44   1.47e- 2 ns         	
##  7 PrimP1 PP_contrast            1.55       0.274    5.65   1.62e- 8 ****       	
##  8 PrimP1 OBL_contrast:PP_con…  -0.586      0.543   -1.08   2.81e- 1 ns         	
##  9 PrimP2 (Intercept)            5.57       0.502   11.1    1.44e-28 ****       	
## 10 PrimP2 OBL_contrast          -0.352      0.411   -0.856  3.92e- 1 ns         	
## 11 PrimP2 PP_contrast           -0.128      0.411   -0.311  7.56e- 1 ns         	
## 12 PrimP2 OBL_contrast:PP_con…  -1.74       0.822   -2.12   3.44e- 2 ns         	
## 13 PrimP3 (Intercept)            4.30       0.264   16.3    1.10e-59 ****       	
## 14 PrimP3 OBL_contrast          -0.473      0.294   -1.61   1.08e- 1 ns         	
## 15 PrimP3 PP_contrast            0.220      0.294    0.750  4.54e- 1 ns         	
## 16 PrimP3 OBL_contrast:PP_con…  -0.429      0.587   -0.731  4.65e- 1 ns         	
## 17 HNP1   (Intercept)            4.39       0.313   14.0    1.35e-44 ****       	
## 18 HNP1   OBL_contrast          -0.240      0.246   -0.976  3.29e- 1 ns         	
## 19 HNP1   PP_contrast           -0.259      0.248   -1.04   2.96e- 1 ns         	
## 20 HNP1   OBL_contrast:PP_con…   0.374      0.492    0.760  4.47e- 1 ns         	
## 21 HNP2   (Intercept)            3.69       0.241   15.3    4.60e-53 ****       	
## 22 HNP2   OBL_contrast           0.0152     0.208    0.0734 9.41e- 1 ns         	
## 23 HNP2   PP_contrast           -0.0128     0.207   -0.0618 9.51e- 1 ns         	
## 24 HNP2   OBL_contrast:PP_con…  -0.0914     0.415   -0.220  8.26e- 1 ns         	
## 25 HNP3   (Intercept)            4.34       0.299   14.5    1.06e-47 ****       	
## 26 HNP3   OBL_contrast          -0.120      0.279   -0.432  6.66e- 1 ns         	
## 27 HNP3   PP_contrast           -0.0406     0.278   -0.146  8.84e- 1 ns         	
## 28 HNP3   OBL_contrast:PP_con…   0.235      0.555    0.423  6.73e- 1 ns	
As	can	be	seen,	the	only	significant	effect	here	is	an	elevated	error	level	at	PrimP1	in	the	
one-PP	condition	(independently	of	the	obligatory	or	non-obligatory	nature	of	the	object).	
There	are	no	other	significant	effects	on	error	rates.	This	corresponds	to	the	large	red	and	
blue	spikes	in	the	graph	on	PrimP1.	There	are	no	other	significant	effects.	
We	then	analyzed	the	reaction	times	for	the	areas	of	interest.	Data	was	excluded	for	all	
sentences	in	which	a	participant	responded	incorrectly	at	any	word	(before,	during,	or	

 
Table 11: Combined error rate plots (obl: obligatorily 
transitive verb; opt: optionally transitive verb; 1: one 
intervening adverbial; 2: two intervening adverbials) 
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3. Universal 20 
3.1 The pattern 
Universal 20 is a description of attested and non-attested neutral orders: 
 

(20) A given order as neutral if it is (i) the only grammatical order, or (ii) the only grammatical 
order that can be used in an out-of-the-blue context, or (iii) the most frequent grammatical 
order that can be used in an out-of-the-blue context. 

 

The complete paradigm of all attested and nonattested neutral orders of demonstrative, numeral, 
adjective and noun was described in Cinque 2005, 2014:  
 

 I II III IV 
a. Dem Num A N N A Num Dem N Dem Num A A Num Dem N 
b. Dem Num N A A N Num Dem Dem N Num A A Num N Dem 
c. Dem A N Num Num N A Dem A N Dem Num Num Dem N A 
d. Dem N A Num Num A N Dem N Num A Dem Dem A Num N 
e. A Dem Num N N Num Dem A N Dem A Num Num A Dem N 
f. A Dem N Num Num N Dem A N A Dem Num Num Dem A N 
Table 13: Attested and unattested orders in the noun phrase according to Cinque 2005, 2013 

 

Abels and Neeleman (2012) propose a reinterpretation of Cinque’s (2005) antisymmetric analysis of the 
data in Table 13. First, the following universal hierarchy holds: 
 

(21) Dem > Num > A > N 
  

If we allow variation in linearization, this allows for the following representations: 
 

(22) Ia. 

 

IIa. 

 
 Ib. 

 

IIb. 

 
 Ic. 

 

IIc. 

 
 Id. 

 

IId. 

 
 

What needs to be added to capture the full paradigm is that neutral word orders can be derived by left-
ward movement of the noun or a constituent containing noun and adjective: 
 

(23) IIIa. 

 

IIIb. 

 
 IIIc. 

 

IIId. 

 
 

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the

19

e

trees below. There is some discussion in the literature as to why the movements
that derive neutral word orders should be restricted to constituents containing the
lexical head noun. We will not take a stance on this. The interested reader is
referred to Cinque, 2005; Georgi and Müller, 2010; Steddy and Samek-Lodovici,
2011.

(39) a.
Dem

N
Num A N

b.
N

Dem
Num A N

c.
A N

Dem
Num A N

d.

N
Num A N

Dem

e.
N

Dem
N A Num

f.
N A

Dem
Num N A

We now consider why the unattested orders are underivable. The constraint
that movement must be leftward is crucial in answering this question. It predicts
that none of the trees in (39) have an attested mirror image, a prediction which is
correct. We highlight this in the table 40, which is a reorganization of our earlier
table in 4. In table 40, the orders derived by movement are given in the third
column. Their mirror images, given in the fourth column, are all shaded, that
is, typologically unattested. Notice that by contrast, the attested base-generated
orders all have an attested mirror image.

(40) Symmetry Asymmetry
I II III IV

a. Dem Num A N N A Num Dem Dem N Num A A Num N Dem
b. Dem Num N A A N Num Dem N Dem Num A A Num Dem N
c. Dem A N Num Num N A Dem A N Dem Num Num Dem N A
d. Dem N A Num Num A N Dem N Num A Dem Dem A Num N
e. A Dem Num N N Num Dem A N Dem A Num Num A Dem N
f. A Dem N Num Num N Dem A N A Dem Num Num Dem A N

There are four remaining unattested orders. Ruling out (40-I-e) and (40-II-
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 IIIe. 

 

IIIf. 

 
 

We next consider why the unattested orders are underivable. Given (21), N and A must be adjacent in the 
base. Since the noun cannot move rightward, it is impossible to separate N and A if they come in N-A 
order (see (24a)). Similarly, given that numerals must be adjacent in the base to the substring comprising 
the N and A, (24b) is excluded. Hence (Ie,f) and (IVa-f) are ruled out.  
 

(24) a. *A … X … N  
 b. *Num … X … A+N 
 

Two unattested orders remain, namely (IIe,f). Here, the adjective and the noun are separated, suggesting 
that N has moved. But if so, the base structures for (IIe) and (IIf) must have been either *Num-Dem-A-
N or *Num-Dem-N-A (compare (IVc,f)). 
 In conclusion, the constraint that movements deriving neutral order cannot be rightward is instrumen-
tal in explaining the full pattern of attested and nonattested orders in the extended nominal projection. 
The crucial question at this point is why movement of the noun must be leftward. Our suggestion is that 
this is due to parsing difficulties. 
 

3.2 Synchronic and diachronic consequences of the Leading Edge Constraint 
We have argued that rightward movement of obligatory categories creates parsing difficulties (because of 
the LEC. Evidence comes from heavy XP shift. This factor can explain the absence of rightward move-
ment orders in the U20 domain: 
• Difficulty in parsing corresponds to typological frequency. Hawkins 2004: “Grammars have conven-

tionalized syntactic structures in proportion to their degree of preference in performance, as evi-
denced by patterns of selection in corpora and by ease of processing in psycholinguistic experiments”.  

• The mechanism for this has been proposed by Kirby 1999. Kirby distinguishes input and intake. The 
language-learning child is confronted with utterances in its environment (the input). She must parse 
those utterances to come to representations that can be used for the acquisition of grammar (the in-
take). Structures that are hard to parse will have a reduced frequency in the intake compared to their 
frequency in the input. Kirby shows that over time this will eliminate structures that are hard to parse 
(assuming variation). 

• This mechanism straightforwardly militates against the relevant rightward movements in the extended 
nominal projection; they systematically cause parsing difficulties and will therefore be suppressed in 
the child’s intake.  

• The logic just outlined leads to an urgent question. Why should the very same parsing difficulties give 
rise to apparent ungrammaticality in the noun phrase and to no more than reduced frequency in the 
case of heavy-XP shift of obligatory objects? 

• There is in fact an obvious distinguishing factor. Rightward movement in the extended nominal pro-
jection will always cause parsing difficulties. However, heavy-XP shift has instances that do not cause 
parsing difficulties, namely when the verb only optionally selects an object. This difference is crucial in 
acquisition. Heavy-XP shift of optional objects implies that there are relevant inputs in the intake that 
are – we propose – sufficiently frequent to acquire a general process of rightward shift (note that 
many transitive verbs are optionally transitive). This general process can subsequently apply to op-
tional and obligatory objects alike.  

 

3.3 The frequency of Universal 20 orders 
The proposed account of Universal 20 based on the notion that the LEC reduces the typological fre-
quency of structures derived by rightward movement of the noun to zero. This is a departure from the 
accounts in Cinque 2005 and Abels and Neeleman 2012, where the ban on rightward noun movement 
was taken to be grammatical and hence unviolable. How does the LEC fit in with other factors affecting 
frequency? 
 The typological distribution of Universal 20 orders follows a power law, with some orders much more 

e

trees below. There is some discussion in the literature as to why the movements
that derive neutral word orders should be restricted to constituents containing the
lexical head noun. We will not take a stance on this. The interested reader is
referred to Cinque, 2005; Georgi and Müller, 2010; Steddy and Samek-Lodovici,
2011.

(39) a.
Dem

N
Num A N

b.
N

Dem
Num A N

c.
A N

Dem
Num A N

d.

N
Num A N

Dem

e.
N

Dem
N A Num

f.
N A

Dem
Num N A

We now consider why the unattested orders are underivable. The constraint
that movement must be leftward is crucial in answering this question. It predicts
that none of the trees in (39) have an attested mirror image, a prediction which is
correct. We highlight this in the table 40, which is a reorganization of our earlier
table in 4. In table 40, the orders derived by movement are given in the third
column. Their mirror images, given in the fourth column, are all shaded, that
is, typologically unattested. Notice that by contrast, the attested base-generated
orders all have an attested mirror image.

(40) Symmetry Asymmetry
I II III IV

a. Dem Num A N N A Num Dem Dem N Num A A Num N Dem
b. Dem Num N A A N Num Dem N Dem Num A A Num Dem N
c. Dem A N Num Num N A Dem A N Dem Num Num Dem N A
d. Dem N A Num Num A N Dem N Num A Dem Dem A Num N
e. A Dem Num N N Num Dem A N Dem A Num Num A Dem N
f. A Dem N Num Num N Dem A N A Dem Num Num Dem A N

There are four remaining unattested orders. Ruling out (40-I-e) and (40-II-

20
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A N
Dem
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N A
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Tree 50
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2κ

1
A

3κ

N

5λ

Tree 57
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frequent than others. A good fit with the known distribution can be achieved if there is (i) a preference 
for harmonic orders, (ii) a preference for N-A order, and (iii) a preference for non-movement orders, 
evaluated in this sequence. Like other accounts of typological frequency based on formal factors, the 
above presupposes a certain degree of ‘linguistic entropy’. 
• The preference for nonmovement structures is tied to the widely accepted notion that movement is a 

costly operation. 
• Our definition of harmony as it applies to extended projections is given in (25). 
 

(25) Harmony  
 An extended projection is harmonic if nonprojecting categories are either uniformly located 

on right branches or uniformly located on left branches. 
 

The definition in (25) characterizes the structure in (25a) as harmonic and the structure in (25b) as dis-
harmonic. Any structure in which the noun moves is also disharmonic (this logic extends to structures 
in which the noun-adjective unit moves if, as Georgi and Müller’s (2010) argue, it reprojects in its 
landing site). Harmony is presumably a preference in acquisition (Culbertson et al. 2012). 

 

(26) a. 

 

b. 

 

c. 

 
 

• The preference for N-A order holds of the base positions of these elements. Evidence for it comes 
from an artificial language learning experiment reported in Culbertson et al. 2012. Culbertson et al. at-
tribute this to Kamp and Partee’s (1995) (Semantic-)Head Primacy Principle, which states that the 
noun is interpreted first, followed by the adjective, regardless of syntactic word order. This is because 
the interpretation of (gradable) adjectives depends on the noun (a big butterfly is a butterfly that is big 
for a butterfly). 

Thus, if the noun comes first, the adjective can be interpreted immediately, but if the adjective 
comes first, it has to be buffered for interpretation until after the noun is interpreted, and so the latter 
order is dispreferred as less efficient in parsing. 

We can understand the ranking of the fourteen Universal 20 orders in table 13 if we assume that follow-
ing hierarchy of preferences holds: 
 

(27) Harmony > N-before-A > No-Movement 
 

The effects are given in table 14. (i) Harmonic orders outrank disharmonic orders. (ii) Within the class of 
harmonic orders N-A-Num-Dem is more frequent than Dem-Num-A-N, and within the class of dishar-
monic orders, those in which the adjective is not (or not necessarily) merged to the left of the noun are 
more frequent than those in which the adjective is unambiguously merged to the left of the noun. (iii) 
Within each of the two disharmonic classes, nonmovement orders outrank movement orders.  
 

 Harmony N-before-A No-Movement Predicted ranking 
N-A-Num-Dem    1 
Dem-Num-A-N  *  2 
Dem-N-A-Num *   3-5 
Dem-Num-N-A *   3-5 
Num-N-A-Dem *   3-5 
N-A-Dem-Num *  * 6-10 
Dem-N-Num-A *  * 6-10 
N-Num-A-Dem *  * 6-10 
N-Dem-A-Num *  * 6-10 
N-Dem-Num-A *  * 6-10 
Dem-A-N-Num * *  11-13 
Num-A-N-Dem * *  11-13 
A-N-Num-Dem * *  11-13 
A-N-Dem-Num * * * 14 
Table 14: Ranking of Universal 20 orders as predicted by (27) 

 

e

Greenberg: the order of elements before the noun is constant, but there is vari-
ation following the noun (see Cinque, 2005). In table 4 unattested orders are
shaded; all unshaded orders are attested.

I II III IV
Noun final Noun third Noun second Noun first

a. Dem Num A N Dem Num N A Dem N Num A N Dem Num A
b. Dem A Num N Dem A N Num Dem N A Num N Dem A Num
c. Num A Dem N Num A N Dem Num N A Dem N Num A Dem
d. A Num Dem N A Num N Dem A N Num Dem N A Num Dem
e. A Dem Num N A Dem N Num A N Dem Num N A Dem Num
f. Num Dem A N Num Dem N A Num N Dem A N Num Dem A

As shown in Abels and Neeleman, 2012, this typological pattern follows directly
from a grammar that allows variation in the linearization of (external) merge but
requires movement to be leftward.

With respect to merger, all we need to assume is that there is a uniform hierar-
chy in the noun phrase such that the noun combines with any adjectives before it
combines with a numeral and combines with any numeral before combining with
a demonstrative. If languages can choose different linearizations for the output
of merger, this immediately allows the following structures, which all yield orders
that are indeed attested.

(38) a.
Dem

Num A N

b.

N A Num
Dem

c.
Dem

Num N A

d.

A N Num
Dem

e.
Dem

A N Num

f.

Num N A
Dem

g.
Dem

N A Num

h.

Num A N
Dem

The remaining six attested orders can be derived by leftward movement of
the noun or a constituent containing noun and adjective, as demonstrated in the
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Table 15 gives several measures of typological frequency in the Universal 20 domain. These do not always 
agree. Nonetheless, the predicted ranking is a good match with the rankings based on each of the individual 
measures (mismatches appear in bold), and a perfect match with the average rankings. 
 

 AF(D) LF(D) GF(D) LF(C) GF(C) Spr A.R. P.R. 
N-A-Num-Dem 1 (44.17) 1 (182) 1 (85) 1 (630) 1 (136) 1 1 (1) 1 
Dem-Num-A-N 2 (35.56) 2 (113) 2 (57) 2 (442) 2 (115) 1 2 (2) 2 
Dem-N-A-Num 3 (29.95) 4 (53) 3 (40) 4 (204) 3 (89) 2 3 (3.4) 3-5 
Dem-Num-N-A 4 (22.12) 5 (40) 4 (32) 5 (184) 4 (76) 2 4-5 (4.4) 3-5 
Num-N-A-Dem 6 (14.54) 3 (67) 5 (27) 3 (239) 5 (49) 4 4-5 (4.4) 3-5 
N-A-Dem-Num 5 (14.08) 6 (36) 6 (19) 6 (103) 6 (35) 2 6 (5.8) 6-10 
Dem-N-Num-A 7 (9.75) 8 (12)  8 (10) 10 (50) 9 (29) 4 7 (8.4) 6-10 
N-Num-A-Dem 8-9 (9.00) 10 (11) 9 (9) 8 (70) 8 (34) 3 8 (8.7) 6-10 
N-Dem-A-Num 8-9 (9.00) 7 (13) 7 (11) 12 (32) 12 (17) 6 9-10 (9.3) 6-10 
N-Dem-Num-A 10 (5.67) 11-12 (8) 11 (6) 7 (83) 7 (25) 6 9-10 (9.3) 6-10 
Dem-A-N-Num 11 (5.34) 9 (12) 10 (7) 11 (48) 10 (27) 3 11 (10.2) 11-13 
Num-A-N-Dem 12 (4.00) 11-12 (8) 12 (5) 9 (55)  11 (21) 4 12 (11.1) 11-13 
A-N-Num-Dem 13 (3.00) 13-14 (5) 13-14 (3) 13 (33) 13 (13) 2 13 (13.2) 11-13 
A-N-Dem-Num 14 (2.50) 13-14 (5) 13-14 (3) 14 (20) 14 (8) 2 14 (13.8) 14 
AF(D): adjusted frequency (Dryer 2018); LF(D): language frequency (Dryer 2018); GF(D): genus frequency (Dryer 
2018); language frequency (Cinque 2023); GF(C): genus frequency (Cinque 2023); Spr: spread of rankings; AR: 
average ranking over the five measures; PR: predicted ranking according to table 14. 
Table 15: A comparison of the predicted ranking and the actual ranking based on five measures 

 

Given that ranking of factors is necessary, we may assume that the Leading Edge Constraint is simply 
stronger than the other factors that reduce typological frequency: 
 

(28) LEC > Harmony > N-before-A > No-Movement 
 

It is not straightforward how to distinguish highly marked orders from ungrammatical orders at the tail 
end of the distribution (where data are sparse and misanalysis is more likely). Hence, we do not know 
whether any language has LEC violating orders. This is a matter for further research. 
 

4. Conclusion 
• Universal 20 pattern emerges from the interaction of two factors: variable linearization and leftward 

movement of (a constituent containing) the noun.  
• The ban on rightward movement finds its explanation in parsing difficulties associated with rightward 

movement of obligatory material. 
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Appendix: A more detailed model of the parser 
1. General 
We develop a more detailed model of the parser and and discuss how it applies to heavy-XP shift. The 
output of the parser is a tree. The process of tree construction for expository purposes treated as a one-
track process) is incremental and monotonic: 
 

(29) a. Incrementality: The parser assigns each input symbol a structural position as soon as it 
comes in. 

 b.  Monotonicity: No commitment present at stage n of the parsing process may be abando-
ned at stage n+1. 

 

The input string is structured using three basic relations: domination, precedence and headedness. The 
notion of headedness we will use is the one employed in Grimshaw’s theory of extended projection 
(Grimshaw 2005): for any branching non-terminal node the parser must encode whether it is part of the 
same extended projection as its left or its right daughter (Endocentricity). 
 Notational conventions: (i) Greek subscripts indicate nodes belonging to the same extended projec-
tion; (ii) nodes are numbered; (iii) lexical material is represented as capitals below terminal nodes: 
 

(30) 

 
 

Consider two extensions of (30). As the parser fixes dominance but not immediate dominance relations, 
introduction of nodes between a mother and its daughter is information-preserving as long as headedness 
remains unaffected: 
 

(31) 

 
 

However, it is impossible to insert a node between the root and B that is part of a different extended pro-
jection. This violation of Endocentricity cannot be repaired by changing the index on 2 to μ, as that vio-
lates Monotonicity.  
 

(32) a. 

 

b. 

 
 

Suppose that neither A nor B can appear in the other’s extended projection. In that case, an initial input 
A-B must be parsed as in (33a) or (33b), where 5 and 7 are empty nodes (instantiations of e).  
 

(33) a. 

 

b. 

 
 

Empty nodes are predictions, and therefore subject to the LEC. The LEC facilites efficient parsing. In 
(34), for example, it reduces the possible attachment sites for an incoming category from eight to four: 
 

e

For the purposes of this paper we will use the notion of headedness in the sense
of Grimshaw’s extended projection (Grimshaw, 1991, 2005). This implies that for
any branching non-terminal node the parser must encode whether it is part of the
same extended projection as its left or its right daughter. We assume that every
subtree must be headed at every stage of the parse; that is, every non-terminal is
a member of the extended projection of one of its daughters.

We will use the following notational conventions for parse trees: (i) Greek
subscripts indicate nodes belonging to the same extended projection; (ii) nodes
are numbered; (iii) lexical material is represented as capitals below terminal nodes.
The following tree therefore encodes the following information: (i) A precedes B;
(ii) A and B have a common ancestor; and (iii) that ancestor belongs to the
extended projection of B.

(9) 2κ

1
A

3κ
B

To illustrate how the system works, we will now consider two extensions of (9)
based on an incoming additional terminal. Recall that the parser fixes dominance
but not immediate dominance relations. This allows introduction of nodes between
a mother and its daughter to be information-preserving as long as headedness is
respected and maintained. Thus, (9) can be extended as in (10) because node 2 is
still included in the extended projection of B.

(10) 2κ

1
A

4κ

3κ
B

5
C

The flexibility of the dominance relation does not imply that all tree extensions are
allowed. In integrating C, it is impossible to insert a node between the root and
B that is part of a different extended projection. That would violate headedness,
because node 2 in (11a) does not have a head (it is not coindexed with either of
its daughters). Of course, this could be repaired by changing the index on 2 from
κ to µ, as in (11b), but that change violates informational monotonicity.

relations in a tree. Notice, however, that there is a tradeoff between the memory requirements
induced by exhaustive listing and the computational requirements of deriving precedence state-
ments from the more compact representation when needed. The question of which representation
is actually used is an empirical one, but it does not affect our argumentation here.
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(11) a. 2κ

1
A

4µ

3κ
B

5µ
C

b. 2κ Ñ µ

1
A

4µ

3κ
B

5µ
C

Empty nodes
Under certain circumstances, the parser may be forced to posit empty nodes.
Suppose neither A nor B can appear in the other’s extended projection, then an
initial input A B must be parsed as (12) or (13), where 5 and 7 are empty nodes.

(12) 2κ

1
A

3κ

4
B

5κ

(13) 2κ

1
A

3κ

4λ

6
B

7λ

5κ

Empty nodes are predictions. They commit the parser to the existence of
material that it has not encountered yet and whose content is therefore still un-
determined. Given this fact, it would be desirable if empty nodes restricted the
parser’s future actions. The way we guarantee this is by requiring that empty
nodes are located at the leading edge of the parse.

(14) Leading Edge Condition
At any stage of the parsing process, empty nodes must be located at the
right edge of the tree, that is, following all terminals.

In order to see why the Leading Edge Condition is crucial, consider the tree in
(15), where node 7 is empty. If we try to integrate an incoming category F into
this tree, there are eight possible attachment sites, the first at the root of the tree
(❶), the next three separating nodes at the leading edge (❷–❹), the fifth under
the empty node (⑤), and the last three separating nodes below the empty node
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(34) 

 
 

This benefit does not come for free, as we have seen. We therefore assume that the parser only generat-
ing empty nodes when forced to do so.  
 The procedure for parsing movement dependencies is the following:  
 

(35) a.	 Identify the moved category. 
 b. Buffer it (that is, suspend work on it and store it). 
 c.	 Insert the copy. 
 d.		 Continue work on the constituent (if need be).  
 

Several considerations favor a filler-driven strategy. (i) Traces have no phonological content. A gap-driven 
strategy must therefore rely on indirect evidence for gaps. However, such evidence is absent with adjunct 
movement or movement of optional arguments. 
 Moreover, there are many circumstances in which the parser postulates an empty node but should not 
start a search for a filler:  
 

(36) 

 
 

Phillips and Wagers (2007) give an overview of the substantial empirical support for the filler-driven strat-
egy. To give one example, Stowe 1986 finds increased reading times for us in (37a) as compared to (37b) 
(the ‘filled-gap effect’). This can be understood under the filler-driven strategy, but the gap-driven strategy 
has nothing to say about this. 
 

(37) a. My brother wanted to know who Ruth will bring us home to at Christmas.  
 b.	 My brother wanted to know if Ruth will bring us home to Mom at Christmas.  
 

2. Parsing heavy-XP shift 
We can now be more precise about why heavy-XP shift of the object is sensitive to obligatory transitivity. 
 

(38) a. John devoured t1 yesterday [the food that his brother prepared]1 
 b. John ate t1 yesterday [the food that his brother prepared]1 
 

First consider devoured yesterday the food that his brother prepared (see (38a)). Devour requires an object: 
 

(39) 

 
 

This adverbial yesterday cannot fill the complement position of the verb. Hence, the empty node is pushed 
away from the leading edge: 

e

(⑥–⑧). If the Leading Edge Condition holds, only the lower four attachments sites
are accessible: attachment at any of the four higher sites would push the empty
node away from the leading edge of the tree. If the Leading Edge Condition does
not hold, however, attachment is possible at all eight sites.

(15) ❶
2

1
A

4

❷

4
B

5

❸

6
⑥

8
C

9
⑦

10
D

11
⑧

..7
⑤

❹

The leading edge condition thus limits which continuations of the current parse
will be considered. However, this benefit does not come for free, as empty nodes
may create difficulties for the integration of material in the parser’s right context.
We therefore assume that the parser adopts a conservative strategy and will only
generate empty nodes when forced (by considerations of headedness, the theta-
criterion, and so on).

It is important to note that an empty node (a prediction) must be distinguished
from a node that contains a category that does not have phonological content
(such as a null pronoun). There are two differences. First, silent categories are not
subject to the leading edge condition and may therefore be found in positions other
than at the right edge of the current parse, see (16). Second, while null nodes may
(and ultimately must) of course be filled by incoming material, silent categories
are like other lexical material in that they cannot be overwritten without violating
incrementality.
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as a verb selecting an object). But given that the parser must be conservative in
postulating empty categories, a gap-driven strategy is not compatible with adjunct
movement or movement of optional arguments; thus, a filler-driven strategy would
have to be assumed in addition in order to account for the possibility of movement
of optional material.

Moreover, there are many circumstances where the parser must postulate an
empty branch but should not start a search for a filler. For example, a determiner in
English triggers the prediction that a noun will follow (see (23)). However, it would
be counterproductive if the empty branch that caches out this prediction would
force the parser to start looking for a moved noun phrase (given that determiners
cannot be stranded in English). For the gap-driven strategy to work efficiently,
then, the parser would need additional, potentially fairly complex heuristics about
which empty nodes trigger search for an antecedent and which ones don’t.

(23) 2κ
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There is substantial empirical support for the filler-driven strategy. References and
a good overview of the evidence can be found in Phillips and Wagers, 2007. These
authors point to the availability of supporting data from a variety of languages
(including Dutch, Russian, Hungarian, Italian, German and Japanese) and a va-
riety of experimental paradigms (including reading time measurements, speeded
grammaticality judgments, event related potentials, plausibility measures in eye
tracking or self-paced reading, the ‘stop making sense’ task, cross-modal lexical
priming, and head-mounted eye tracking).

To give one example, Stowe, 1986 finds increased reading times for us in (24a)
as compared to (24b). This so-called filled-gap effect can be understood under the
filler-driven strategy as a temporary disruption in reading times upon encountering
a DP where a gap had been expected (see also Crain and Fodor, 1985). The gap-
driven strategy has nothing to say about this.

(24) a. My brother wanted to know who Ruth will bring us home to at Christ-
mas.

b. My brother wanted to know if Ruth will bring us home to Mom at
Christmas.

This concludes our exploration of properties of the parser as relevant for move-
ment. Much of what we have said is uncontroversial. The main assumptions
driving the analyses in the following sections are the leading edge condition, which
seems to us to follow from good parser design, and the restriction that insertion
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Where do the predictions come from?
We first discuss the parsing of the substring ‘devoured yesterday the food that
his brother prepared’ in (26b). Since devour is obligatorily transitive, the parser
predicts an object, once it encounters the verb. This prediction must be reified as
an empty node at the leading edge, see (28). (We use the #-symbol to indicate a
theta-role satisfied by the sister node of a given theta-assigner.)

(28) 2κ

1κ
Vθ#

3

The next word the parser encounters is the adverbial yesterday. Since this adverbial
cannot fill the complement position of the verb devour, a new position must be
created for it. In (29) it is right-adjoined to the VP. Crucially, the filler for the
empty node has not been encountered yet, while at the same time the empty node
has been pushed away from the leading edge. This means that at this stage the
parser is in violation of the leading edge condition (which should result in parsing
difficulties).

(29) 4κ
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5
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The material following the adverbial forms a DP which will be integrated into
the VP as a second right-adjoined constituent. Once integrated, the parser can
hypothesize that the DP has moved, buffer it and start the search for a position
at which to insert a trace. At this stage, the parse tree still violates the leading
edge condition:
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(40) 

 
 

The material following the adverbial is the onset of a DP. Once a position for this DP has been created, 
the parser can hypothesize that it has moved and start the search for a position in which to insert a trace: 
 

(41) 

 
 

A scan of the parser’s left context will easily identify an insertion site for the trace of the shifted object, 
namely the empty node adjacent to the verb: 
 

(42) 

 
 

Thus, heavy-XP shift of obligatory objects leads to difficulties in the parsing of material between the verb 
and the shifted DP and a speeding up once the DP has been encountered. 
 We now turn to the parsing of the substring ate yesterday the food that his brother prepared in (38b). We as-
sume that optionally transitive verbs start out without an internal theta role, but may acquire one if neces-
sary. Notation: ‘(θ).’  
 

(43) 

 
 

The incoming adverbial can be accommodated without triggering a violation of the LEC: 
 

(44) 

 
 

When the parser encounters the shifted DP, it will identify it as a moved category and start the search for 
a position to insert a trace. 
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A scan of the parser’s left context will quickly identify an insertion site for the
trace of the heavy XP, namely the empty node adjacent to the verb. We expect
that resolution of the movement dependency will be quick in this case given that
the insertion site has been prefabricated (and is possibly highly active in view of
its violating the leading edge condition).

(31) 5κ
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In sum, we expect that heavy-XP shift of obligatory objects leads to difficulties
in the parsing of material between the verb and the shifted DP and a speeding up
once the DP has been encountered.

We now turn to the parsing of the substring “ate yesterday the food that his
brother prepared” in (27b), which differs from our earlier example in the verb
being only optionally transitive. In order to understand the consequences of this,
we need to be more explicit about the difference between obligatorily transitive,
optionally transitive, and intransitive verbs. Abstracting away from the external
theta role, we conceptualize the distinction as follows: obligatorily transitive verbs
must have an internal theta role, intransitive verbs cannot have an internal theta
role, and optionally transitive verbs tolerate having an internal theta role. We are
thus not assuming that optionally transitive verbs are lexically ambiguous between
an obligatorily transitive and an intransitive construal. What follows from this is
that obligatorily transitive verbs will have a theta role at any stage of the parsing
process. Optionally transitive verbs by contrast start out without an internal
theta role, but they may acquire one if this is necessary to accommodate incoming
material. Our notation for this tolerance of an internal theta role is “(θ).” We
are aware of the fact that this notation is usually used to abbreviate two separate
rules or structures, but this is not how it is meant here.

As a consequence of this conceptualization, the parser need not and will not
postulate an empty node in post-verbal position, when it encounters an optionally
transitive verb.

(32) 1κ
V(θ)
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The incoming adverbial can therefore be accommodated without violation of the
leading edge condition, as in the tree below.

(33) 2κ

1κ
V(θ)

3
Adv

When the parser next encounters the shifted DP, it will identify this as a moved
category and therefore start the search for a position to insert a trace. Of course,
the tree in (34) does not yet contain such a position, but the assumptions that we
have made about tree growth allow the creation of an insertion site as the sister
to the verb.

(34) 4κ

2κ

1κ
V(θ)

3
Adv

..5
DP

Creation of this position, that is, postulation of the nodes 6 and 7 in (35), does
not clash with any of the statements about dominance, precedence, or headedness
that characterize (35). The order of verb, adverb, and DP remains the same. Node
2 still dominates nodes 1 and 3. And node 1 is still the head of node 2. As soon
as it is created, the empty position will immediately be filled by a copy of DP, so
that at no stage the leading edge condition is violated.
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Heavy XP Shift of optional arguments is thus predicted to be much less prob-
lematic than heavy-XP shift of obligatory arguments, with no delay during the
parsing of the material that separates the verb and its object. However, we ex-
pect a second, more subtle effect: integration of the filler in (35) should be slower
than integration of the filler in the obligatory condition in (30) and (31). This is
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(45) 

 
 

Creation of this position involves postulation of nodes 6 and 7 in (46). This does not clash with any of 
the statements about dominance, precedence, or headedness that characterize (45). As soon as the empty 
position is created, it will be filled by a copy of DP, so that at no stage of the process the LEC is violated. 
 

(46) 

 
 

We thus have an explanation for the fact that heavy-XP shift of optional arguments does not cause pars-
ing difficulties. In addition, we can understand why integration of the filler in (45) and (46) should be 
slower than in the obligatory condition. The absence of a pre-fabricated gap means that the search will 
not be aided by the existence of an unfilled position and that a position must be newly created. 
 

3. Parsing movement of (constituents containing) the noun 
As an illustration, we consider two orders: A-N-Dem-Num and *Num-Dem-N-A. The first step in pars-
ing the A-N-Dem-Num string involves providing a position for the adjective, which requires the postula-
tion of an empty node: 
 

(47) 

 
 

At the next step, N inserted in the empty node. On the assumption that the structure of the extended 
nominal projection always unfolds completely [A N] can be identified as a filler at this stage: 
 

(48) 

 
 

Subsequently, the demonstrative and the numeral are integrated, preserving the prediction that a trace is 
to follow: 
 

(49) a. 

 

b. 
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e) crucially involves the ban on rightward movement. (40-I-e) could be derived
from (40-I-b) through leftward movement of [A N], yielding (40-III-c), followed
by rightward movement of the noun, stranding the adjective in initial position.
Similarly, (40-II-e) could be derived from (40-II-a) by rightward movement of [N
A], yielding (40-IV-c), followed by leftward movement of the noun, stranding the
adjective in final position. Since both of these derivations involve a rightward
movement, the fact that the two orders under discussion are unattested, can be
taken to support the ban on such movement. The two remaining orders, (40-I-f)
and (40-II-f), cannot be derived without violation various other constraints. For
reasons of space, we will not discuss possible derivations here, but see Abels and
Neeleman, 2012 for full discussion.

In conclusion, the initial suggestion that movement within the extended nomi-
nal projection cannot be rightward turns out to be instrumental in explaining the
full pattern of attestations. The crucial question that presents itself at this point
is why moved constituents precede their trace (especially in view of the fact that
languages differ with respect to the linearization of the output of external merger).
In the next section we will begin to answer this question by showing that rightward
movement of incomplete extended projections necessarily leads to a violation of
the Leading Edge Constraint.

5 Parsing of N(-projection) movement
In order to illustrate the way our parser deals with leftward and rightward move-
ment in the noun phrase, we will consider two orders: A-N-Dem-Num for leftward
movement and Num-Dem-N-A for rightward movement. The difficulties that the
rightward movement derivation faces are not limited to this string, but generalize
to all potential rightward movements in the extended nominal projection.

The first step in parsing the A-N-Dem-Num order involves providing a position
for the adjective. Once the parser encounters the adjective, it predicts a noun and
hence an empty node is generated at the leading edge of the tree, as in (41), in
concurrence with the leading edge condition.

(41) 2κ

1
A

3κ

At the next step, N inserted for the empty node. On the assumption that the
structure of the extended nominal projection always unfolds completely, irrespec-
tive of what modifiers are present, [A N] can be identified as a filler at this stage,
which implies that it is buffered and that a trace is predicted. This prediction
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is instantiated by a new empty node at the leading edge of the tree in (42). (If
the structure of the extended nominal projections unfolds only to accommodate
modifiers actually present, the identification of [A N] as a filler would depend on
the presence of the demonstrative. In this case, step (42) would be skipped.)

(42) 4κ

2κ

1
A

3κ
N

5λ

Subsequently, the demonstrative and the numeral are integrated, preserving the
prediction that a trace is to follow, (43)–(44).
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Finally, a trace (a copy of [A N]) is inserted for the empty node, leading to a full
and successful parse of the structure.5

5In principle, de-buffering of the [A N] constituent could already have happened at stage (43)
with the trace inserted for empty node 7. Subsequent integration of the numeral would then
create a node between 5 and 7 (withe the numeral attached as a left or right daughter of that
node without an effect on word order). This does not affect our argumentation below. Which
sequence of parsing steps is correct is an empirical issue that could be explored by considering
the point at which reactivation of the buffered constituent occurs.

22

e

is instantiated by a new empty node at the leading edge of the tree in (42). (If
the structure of the extended nominal projections unfolds only to accommodate
modifiers actually present, the identification of [A N] as a filler would depend on
the presence of the demonstrative. In this case, step (42) would be skipped.)

(42) 4κ

2κ

1
A

3κ
N

5λ

Subsequently, the demonstrative and the numeral are integrated, preserving the
prediction that a trace is to follow, (43)–(44).

(43) 4λ

2κ

1
A

3κ
N

5λ

6
Dem

7λ

(44) 4λ

2κ

1
A

3κ
N

5λ

6
Dem

7λ

8
Num

9λ

Finally, a trace (a copy of [A N]) is inserted for the empty node, leading to a full
and successful parse of the structure.5

5In principle, de-buffering of the [A N] constituent could already have happened at stage (43)
with the trace inserted for empty node 7. Subsequent integration of the numeral would then
create a node between 5 and 7 (withe the numeral attached as a left or right daughter of that
node without an effect on word order). This does not affect our argumentation below. Which
sequence of parsing steps is correct is an empirical issue that could be explored by considering
the point at which reactivation of the buffered constituent occurs.

22



 18 

 

Finally, a trace (a copy of [A N]) is inserted for the empty node, leading to a full parse of the structure: 
 

(50) 

 
 

We next consider the mirror image of this order, *Num-Dem-N-A, which is unattested and would have 
to be derived by rightward movement of the [N A] constituent. The first category that the parser encoun-
ters is the numeral. On the assumption that the numeral is licensed in the extended projection of a noun, 
an empty node is predicted: 
 

(51) 

 
 

The demonstrative must be integrated in the nominal projection higher than the numeral. This means 
that the the empty node must be pushed away from the leading edge: 
 

(52) 

 
 

The next element is the noun, which can be integrated straightforwardly as having moved: 
 

(53) a. 

 

b. 

 
 

The movement dependency can be resolved by inserting a copy in empty node 3, so that compliance with 
the LEC is re-established: 
 

(54) 
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In sum, leftward movement of the [A N] constituent in the A-N-Dem-Num order
is unproblematic. We next consider the mirror image of this order, Num-Dem-N-
A, which is unattested and would have to be derived by rightward movement of
the [N A] constituent. We will be careful to consider the best possible sequences of
parsing steps for this order, but even so, a violation of the leading edge condition
or of informational monotonicity seems unavoidable.

The first category the parser encounters is the numeral. On the assumption
that the numeral is licensed only in the extended projection of a noun, an empty
node is predicted, which can at this stage be placed at the leading edge of the
parse tree. (See below for discussion of alternative assumptions.)

(46) 2κ

1
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3κ

The next category in the string under discussion is the demonstrative, which, like
the the numeral, must be part of the extended projection of a noun. It must be
integrated in a position higher than the numeral given that universally demonstra-
tives c-command numerals. The only way to satisfy this requirement respecting
the order of elements in the input is to push away the empty node from the leading
edge of the tree, as shown in (47).
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The next element the parser encounters is the noun, which can be integrated
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straightforwardly. Note that integration of the noun by itself does not remove the
violation of the leading edge condition.
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However, the position of the noun in (48) is higher than the highest modifier in
the noun’s extended projection. This implies that N must be identified as a filler
moved from a position below this highest modifier.
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Once the noun has been identified as a filler, the parser initiates a search for a
possible insertion site, which is, of course, present in the form of empty node 3.
The movement dependency can thus be resolved, so that compliance with the
leading edge condition is achieved.
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Finally, the parser encounters the adjective, which, on the hypothesized sequence
of movement steps, would have to be integrated simultaneously in the filler and
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2κ

1
Num

3κ

5
Dem

..7λN

Once the noun has been identified as a filler, the parser initiates a search for a
possible insertion site, which is, of course, present in the form of empty node 3.
The movement dependency can thus be resolved, so that compliance with the
leading edge condition is achieved.

(50) 6κ

4κ

2κ

1
Num

3/7κ/λ
N

5
Dem

7λ
N

Finally, the parser encounters the adjective, which, on the hypothesized sequence
of movement steps, would have to be integrated simultaneously in the filler and
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Finally, the parser encounters the adjective, which would have to be integrated as in (55). 
 

(55) 

 
 

Thus, rightward movement of the noun-adjective combination in the Num-Dem-N-A order triggers a 
violation of the LEC. 
 A crucial assumption in the derivation of this result is that the numeral must be licensed in the ex-
tended projection of the noun (which forces the parser to posit an empty node (node 3 in (51)). What 
happens if we allow the numeral to act as the head of an extended nominal projection? After encounter-
ing the the demonstrative and the noun, the parser ends up with the representation in (56). 
 

(56) 

 
 

Resolution of the movement dependency leads to problems. As the noun heads the extended projection, 
it must percolate its index. Leaving the subscripts of nodes 2 and 4 intact leads to a violation of Endocen-
tricity, but assigning nodes 2 and 4 a new subscript requires retraction of information and therefore vio-
lates Monotonicity: 
 

(57) a. 

 

b. 

 
 

Thus, rightward movement of the noun within the noun phrase necessarily leads to parsing difficulties. 

e

6κ

4κ

2κ

1
Num

8κ

3/7κ/λ
N

9
A

5
Dem

8λ

7λ

N
9
A

3

e

(53) a. 2

1
Num

3
Dem

b. 2κ

1κ
Num

3
Dem

c. 2κ

1
Num

3κ
Dem

These structures are theoretically dubious. The contexts in which demonstrative
and numeral form a constituent in the absence of a noun are typically ones that
would license an elided noun. For example, these three arrived late in English
requires a context that provides an antecedent for the missing noun. However,
for the sake of the argument we proceed on the assumption that there is a licit
structure in which the numeral projects when it combines with the demonstrative
(as in (53b)).

After encountering the noun, integrating it and hypothesizing that it has
moved, the parser will end up with the representation in (54). Again, this represen-
tation is theoretically dubious, but we will assume a sufficiently tolerant grammar
so that the parse does not crash at this stage.

(54) 4κ

2κ

1κ
Num

3
Dem

..5λN

Even with all this leeway, the parser runs into serious difficulties when trying to
resolve the movement dependency. The core of the problem is that the noun must
percolate its index in the extended nominal projection, but the nodes dominating
the demonstrative and the noun are already labelled as projections of the numeral.
Therefore, leaving the subscripts originally assigned to nodes 2 and 4 intact leads
to a violation of headedness. (In particular, node 2 does not have daughter from
which it inherits its subscript.)
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e

(55) 4κ

2κ

6λ

1κ
Num

7/5λ
N

3
Dem

5λ
N

Of course, the headedness violation can be repaired by assigning nodes 2 and
4 a new subscript that correctly identifies the noun as the lexical head of the
structure. However, this repair requires a retraction of information and therefore
violates informational monotonicity:

(56) 4κ Ñ λ

2κ Ñ λ

6λ

1κ
Num

7/5λ
N

3
Dem

5λ
N

At the next stage, the adjective can be integrated as before.

(57) 4λ

2λ

6λ

1κ
Num

8λ

5λ
N

9
A

3
Dem

8λ

5λ
N

9
A

In conclusion, if we design a parsing sequence for the Num-Dem-N-A order that
avoids any violation of the leading edge condition, we end up violating either
headedness or informational monotonicity or both (for closely related discussion
see Ackema and Neeleman, 2002). We demonstrated this on the assumption that

27

e

(55) 4κ

2κ

6λ

1κ
Num

7/5λ
N

3
Dem

5λ
N

Of course, the headedness violation can be repaired by assigning nodes 2 and
4 a new subscript that correctly identifies the noun as the lexical head of the
structure. However, this repair requires a retraction of information and therefore
violates informational monotonicity:

(56) 4κ Ñ λ

2κ Ñ λ

6λ

1κ
Num

7/5λ
N

3
Dem

5λ
N

At the next stage, the adjective can be integrated as before.

(57) 4λ

2λ

6λ

1κ
Num

8λ

5λ
N

9
A

3
Dem

8λ

5λ
N

9
A

In conclusion, if we design a parsing sequence for the Num-Dem-N-A order that
avoids any violation of the leading edge condition, we end up violating either
headedness or informational monotonicity or both (for closely related discussion
see Ackema and Neeleman, 2002). We demonstrated this on the assumption that
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2. Projection and Dependencies 
Inclusiveness, the main principle governing projection, if generalized beyond categorial features, can explain 
why syntactic dependencies require c-command. The account has implications for the analysis of movement 
that are not trivial but may help us dissolve the paradox resulting from Barss’s generalization and the fact 
that remnant movement permits syntactic reconstruction. 
 

This section is based on Neeleman, A., and H. van de Koot (2002). The Configurational Matrix. Linguistic 
Inquiry 33: 529-574, and Neeleman, A., and H. van de Koot. (2010). A Local Encoding of Syntactic De-
pendencies and its Consequences for the Theory of Movement. Syntax 13: 331-372. 
 

2.1 Inclusiveness and projection 
My starting point is a version of Inclusiveness that applies to each subtree (cf. Chomsky 1995: 228): 
 

(1) Inclusiveness  
The syntactic properties of a nonterminal node are fully recoverable from its daughters; the 
syntactic properties of a terminal node are fully recoverable through a pointer. 

 

For now, a ‘pointer’ can be read as a pointer to a lexical entry from which the properties of a terminal node 
are copied. 

Inclusiveness restricts projection of categorial features. (i) It prevents sideward projection. Thus, 
β1-β2-β3 in (2) is a well-formed projection, but α1-α2 is not (as α1 is not a daughter of α2). 
 

(2) *                               β3 
             qp 
            β2                                 α2 
 ei            ei 
α1                    β1          γ                      δ 

 

(ii) Inclusiveness rules out downward projection of categorial features. In (3), β1-β2-β3-β4 violates Inclusive-
ness because β3 is not a daughter of β4. 
 

(3) *                               β3 
             qp 
            β2                                 β4 
 ei            ei 
α1                    β1          γ                      δ 

 

(iii) Inclusiveness rules out discontinuous projection. In (4), α1-α2 is not a grammatical projection because 
α1 is not a daughter of α2. 
 

(4)     *                               α2 
             qp 
            β2                                 γ2 
 ei            ei 
α1                    β1          γ1                      δ 

 

In combination with the standard assumption that each node must have a unique set of categorial 
features, this captures core properties of categorial projection.  
 
2.2 Inclusiveness and dependencies 
Certain dependencies are subject to a c-command requirement (Reinhart 1983). This is illustrated in (5) and 
(6) for secondary predication and anaphoric binding, respectively. 
 

(5) a. Suzan heeft Ryo dronken aangesproken. 
  Suzan has     Ryo  drunk     addressed 
 b. *Suzan’s moeder heeft Ryo dronken aangesproken. 
  Suzan’s   mother    has     Ryo  drunk     addressed 
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 c. Ik heb Ryo dronken naar huis gebracht. 
  I   have Ryo  drunk     to     home brought 
 d. *Ik heb met Ryo dronken gesproken. 
    I  have  with Ryo  drunk      spoken 
 

(6) a. Ryo heeft zichzelf  uitgenodigd. 
  Ryo  has    REFL-self invited  
 b. *Ryo’s moeder heeft zichzelf  uitgenodigd. 
  Ryo’s    mother    has    REFL-self invited  
 c. Ik heb Ryo met zichzelf  geconfronteerd.  
  I   have Ryo  with REFL-self confronted 
 d.  *Ik heb met Ryo over  zichzelf  gesproken. 
    I  have with  Ryo  about REFL-self spoken 
 

The c-command restriction has been argued to hold of movement, predication, thematic selection, ana-
phoric binding, and obligatory control. It is not a condition that holds of linguistic relations in general. For 
example, it does not hold of coreference (as illustrated in (7)). Neither does it hold of variable binding or 
non-obligatory control (Williams 1980, Reuland 2011, Barker 2012). The view I adopt here (following 
Koster 1987 and others) is that c-command is a hallmark of dependencies that are encoded syntactically. 
 

(7) a. Ryo heeft z’n vader uitgenodigd. 
  Ryo  has    his  father  invited 
 b. Ryo’s moeder heeft z’n vader uitgenodigd. 

Ryo’s  mother    has    his  father  invited 
 c. Ik heb Ryo met z’n vader geconfronteerd. 

I   have Ryo  with his  father  confronted 
 d. Ik heb met Ryo over  z’n vader gesproken. 

I   have with Ryo  about his   father spoken 
 

Although the c-command requirement is a familiar one, it is not obvious why it should hold. I propose that 
an answer can be found in the unification of phrase structure theory and the theory of syntactic dependen-
cies. I assume that a dependent category (an anaphor, a secondary predicate, etc.) is a dependent category 
because it contains a selectional requirement, that is, a feature that insists on the presence of a specific 
category (a binder, a subject, etc.) in its environment. When a selectional requirement finds what it is looking 
for, it is satisfied (marked by a subscript #). 

Consider the tree in (8), where δ is a syntactic dependent, α its antecedent and SR the selectional 
requirement that connects the two. In (8), SR is satisfied by α in a standard chain-like fashion. 
 

(8) *              … 
 wo 
α                         … 
                 wo 
             …                         δ [SR #] 

 

The relation between α and δ determines properties of δ, because SR in δ cannot be satisfied again. Thus, 
the diacritic ‘#’ represents a syntactic property of the node in which it occurs. Given that δ does not dom-
inate α, the fact that SR in (8) carries ‘#’ cannot be recovered from material internal to δ. Hence, a chain-
like encoding of syntactic dependencies violates Inclusiveness. 
 The logic of the problem dictates solution. Only if SR is copied upward recursively to the node 
that immediately dominates α, as in (9a), can it be satisfied without violation of Inclusiveness. If no node 
in the path from δ to α is skipped, upward copying is licit, because each new copy on a node can be recov-
ered from its daughters. Downward satisfaction of SR also obeys Inclusiveness, because the element that 
determines the status of SR is a daughter of the node that contains SR. Notice that satisfaction under 
sisterhood, as in (9b), still violates Inclusiveness: the fact that SR is satisfied cannot be recovered from the 
daughters of the node that hosts it. 
 



 22 

(9)  a.              … [SR #] 
 wo 
α                         … [SR ] 
                 wo 
             …                         δ [SR ] 

b. *              … 
 wo 
α                         … [SR #] 
                 wo 
             …                         δ [SR ] 

 

Thus, Inclusiveness forces a decomposition of syntactic dependencies into two primitive operations: the 
upward copying and downward satisfaction of a selectional requirement. Two key properties of syntactic 
dependencies follow from this.  
 

• Dependencies may in principle span arbitrarily large distances. This is because a copied selectional 
requirement can itself be copied. As a result, the path along which a selectional requirement travels up 
the tree can in principle be indefinitely long (modulo locality).  

• The relation between the antecedent and the highest node that contains SR is extremely local: the 
structure in (10), where β2 intervenes between α and the node containing SR, is ruled out, as it violates 
inclusiveness. 

  

(10) *                              … [SR #] 
             qp 
            β2                                … [SR ] 
 ei            ei 
α                      β1         …                    δ [SR ] 

 

Thus, Inclusiveness does not only regulate projection, but it also explains why a dependent must be c-
commanded by its antecedent. 
 One clarification is in order. The feature that satisfies a selectional requirement can itself have been 
copied. Given that this is possible, can it really be guaranteed that the antecedent occupies a c-commanding 
position? For example, could the feature of α that satisfies SR in (10) be copied to β and satisfy SR there? 
This problem is only apparent. Copied features become properties of the node they are copied to. There-
fore, the relevant feature can only be copied to β if it is taken to characterize this node, in which case SR is 
in fact satisfied by β.  
 Of course, copied selectional requirements also become properties of the node they are copied to. 
However, whereas features indicate what a node is, selectional requirements indicate what a node asks for. 
In many cases, a node cannot be two things at the same time (say a verb and a preposition). But it can be 
one thing (say a verb) and ask for another (say a prepositional complement). Thus, copying of selectional 
requirements is less restricted than copying of features. 
 

2.3 Movement 
The above conception of syntactic dependencies implies that movement must be mediated by a selectional 
requirement introduced by a trace, copied up the tree, and satisfied by the trace’s antecedent (here written 
as σ given that is reminiscent to the slash feature of HPSG): 
 

(11)                         C [σ #] 
          wo 
         D                          C [σ]  
 ru      wo 
D              N    C                           T [σ] 
which           man  did            wo 
                                       D                           T [σ] 
                                       he             wo 
                                                      T                           V [σ] 
                                                                      wo 
                                                                     V                            . [σ] 
                                                                     fire 

 

The selectional requirement σ introduced by the trace must be recoverable from the lexicon, suggesting 
that traces are lexical items. This has several consequences. To begin with, movement is known to recon-
struct for syntactic and interpretive properties of the moved category and at first sight this seems to rule 
out an analysis of traces as simplex items stored in the lexicon. 
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 How do other terminal nodes acquire their content? The notion of lexical insertion is a familiar 
metaphor, but not very helpful. Instead, the properties of a terminal node must match those of a lexical 
item. We assume that a syntactic terminal contains a pointer that identifies the lexical entry in question 
(Jackendoff 1996): 
 

(12)                 T [θ#] 
  wo 
 D                          T [θ] 
 he            wo 
               T                           V [θ θ#] 
                               wo 
                              V [21|θ θ]             D 
                                    fired                            Bill      

  

 21:             V [θ θ] 
 
    
 
  λyλx.FIRE(x,y)          /faɪə/ 

 Syntax  Lexicon 
 

Given that matching can relate information contained in different representations, there can be no struc-
tural requirements on the nodes it relates. Therefore, nothing stands in the way of a terminal containing a 
pointer that relates it to another node in the same representation. Suppose that [μ] is a syntactic pointer. 
Then, the analysis of (11) can be improved as in (13) 
 

(13)                          C [σ#] 
           wo 
          D                          C [σ]  
  ru      wo 
 D              N    C                           … [σ] 
 which           man  did            wo          	
                                       …                           V [σ] 
                                                        wo 
                                                      V                            D [14|σ] 
                                                      fire 

  

 14:              . [σ] 
 
    
 
        x                       Æ 

 Syntax  Lexicon 
 

[σ] is licensed through a pointer to lexical entry 14 (the Ā-trace). By being copied and satisfied in the usual 
way, it identifies a source for ‘internal matching’ of the remaining properties of the terminal. In the case at 
hand, it licenses a specification of the trace as a DP. Thus, traces are not copies of their antecedents, but 
copies of the top node of their antecedents. 
 This is enough to explain syntactic reconstruction effects, simply because on the proposed encod-
ing of dependencies, the top node of the moved category contains more information than in alternative 
accounts. Consider the Dutch example in (14), where an anaphor is bound under reconstruction. 
 

(14)  [PP Aan zichzelf] had Jan nooit tPP gedacht. 
   on self had John never thought 
  ‘Of himself John had never thought.’ 
 

A partial structure corresponding to (14) is given below. The reflexive introduces the selectional require-
ment [β] responsible for anaphoric binding. The root of the moved category is formed by copying [β] from 
the reflexive and a set of categorial features from the preposition. The resulting node satisfies [μ], so that 
the trace is also a prepositional category carrying [β]. The instance of [β] on the trace undergoes copying in 
the usual way until it is satisfied by the subject. 
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(15)                              C [σ#] 
          qp 
         P [β]                            C [σ]  
 ru            wo 
P               D [β]    C                            … [σ β#] 
aan                    zichzelf   had            wo 
                                            D                             … [σ β] 
                                            Jan              wo 
                                                           Adv                          V [σ β] 
                                                           nooit            wo 
                                                                            P [14|σ β]              V 
                                                                                                                               gedacht                         

 

Note that covert movement (quantifier raising) cannot be analyzed in the same way. Instead, I propose to 
use a mechanism proposed in Williams 1995. Each quantifier comes with a scope index. By default, a 
quantifier takes surface scope, but it can extend its scope by percolating its index (in line with Inclusiveness). 
The highest node with the index is construed as the quantifier’s scope. Thus, Q2 takes scope over Q1 in 
(16). 
 

(16)                  T2   
  wo               
Q1                           T2 
a nurse          wo 
                 T                         V2 
                                              wo 
                               V                        Q2 
                               examined                 every patient 

 

2.4 Barss’s paradox 
The theory that traces are copies of the top node of their antecedents but have no internal structure can be 
used to explain a riddle in the theory of reconstruction. On the one hand, remnant movement allows re-
construction for syntactic properties, as illustrated in (17). 
 

(17)  [How likely t1 to perjure himself]2 does [every politician]1 [seem [t1 to be t2]]? 
 

On the other hand, it does not allow reconstruction for scope (an observation known as Barss’s generali-
zation). In order to see this, first consider (18), where the existential quantifier some young lady can be inter-
preted in the scope of the universal quantifier every senator (May 1977, Hornstein 1995, Fox 1999, and 
Lebeaux 2009).  
 

(18) [Some young lady]1 [seems (to Mary) [t1 to be likely t1 to dance with every senator]].  
(∃>∀; ∀>∃) 

 

This interpretation could result from reconstruction of the existential or from long-distance quantifier rais-
ing of the universal. There are several arguments that go against the latter option:  
 

(i) If the universal could undergo long quantifier raising, it should be able to take scope over likely. This is 
not the case, however (May 1977). Consider an example like Mary is likely to dance with every senator. Given a 
sufficiently large number of senators, ∀> likely would imply that it is unlikely that Mary will dance with 
every senator (if every senator is 90% likely to dance with Mary and there are 25 senators at the party, the 
chance that every senator will dance with Mary is 0.925, which equals 7%). That seems the wrong outcome. 
 

(ii) Examples like (19) are unambiguous (Aoun 1982, Hornstein 1995, Fox 1999 and Lebeaux 2009). This 
remains unaccounted for if inverse scope results from long quantifier raising, but follows from the recon-
struction account, because the fact that some young lady enters into a binding relation in its surface position 
blocks quantifier lowering.  
 

(19) [Some young lady]1 [seems to herself1/her1 companion [t1 to be likely t1 to dance with  
 every senator]].  (∃>∀; *∀>∃) 
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(iii) Lebeaux (2009) observes that in examples like (20) the existential cannot depend on the universal. 
Again, this is unexpected if inverse scope results from long quantifier raising but follows on the reconstruc-
tion account. 
 

(20) Mary1 [seems to some young lady [t1 to be likely t1 to dance with every senator]]. 
(∃>∀; *∀>∃) 

 

The key observation for our present purposes is that scope reconstruction of the existential becomes una-
vailable once the AP containing its trace undergoes wh-movement: 
 

(21) [How likely t1 to dance )with every senator]2 does [some young lady]1 [seem [t1 to be 
 t2]]?   (∃>∀; *∀>∃) 
 

The observation that structures like (21) are unambiguous goes back to Barss 1986. Since Sauerland and 
Elbourne 2002, it is referred to as Barss’s Generalization. My formulation is given in (22).  
 

(22) Barss’s Generalization: Scope reconstruction of a moved quantifier into a constituent X is 
blocked if the quantifier does not c-command X. 

 

Semantic reconstruction must be distinguished from syntactic reconstruction (see Lechner 1998, 2013, 
2019, Sternefeld 2000, Poole and Keine 2023). Fox (1999), looking at scope reconstruction and related 
phenomena, has suggested ‘‘that one can construct an argument for a [reconstruction site] in every maximal 
projection’’ (Fox 1999:175 n. 32). Within the current framework, this suggests the following rule: 
 

(23) Let σ be a selectional requirement that encodes movement and let α be the category that 
satisfies it.  
a. The initial scopal domain of a is the node in which σ is satisfied.  
b. The scopal domain of α can be narrowed from n1 to n2 if n1 and n2 contain σ and n1 

immediately dominates n2.  
 

Now consider (24), where the remnant-creating movement is encoded by σ1 and the remnant-movement 
by σ2. The remnant-creating movement is licit because it relies on syntactic reconstruction. The relevant 
selectional requirement (σ1) is present on the top node of the fronted category and therefore also present 
in the trace associated with that category. 
 The rule in (23) states that the scope of a moved category may be successively narrowed along the 
path of movement. The fact that the Ā-movement in (24) removes part of the path of σ1 from the structure 
dominated by σ1# therefore implies that the number of scopal reconstruction sites is reduced as well. But 
this means that the existential cannot interact with the universal, thus explaining Barss’s generalization. 
Ultimately, then, Barss’s generalization falls out from the assumption that traces do not have internal struc-
ture. 
 

(24) 

 
 

Deg [σ1] 

Deg A [σ1] 

A 
how 

likely 

C [σ2] 

C [σ2#] 

C 

does 

T [σ1# σ2] 

D T [σ1 σ2] 

T 

Deg [σ1 σ2] 

V [σ1 σ2] 

V 
seem 

T [σ1 σ2] 

T 
to 

V 
be 

V [σ1 σ2] 

some young 
lady 

I [σ1] 

D [σ1] T 

to dance with  
every senator 
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Our account does not predict that either the raised subject or the remnant category must take surface scope: 
scope reconstruction is possible along the path of movement accessible to the rule in (23). Indeed, the 
raised subject can contain a variable bound under reconstruction (see (25a)), and so can the remnant (see 
(25b)). 
 

(25) a. [How likely t1 to pass the exam]2 does [his weakest student]1 appear to be t2 to [every 
professor]? 	

 b.  [How likely t1 to steal his favourite toy]2 does Fido1 appear to be t2 to [every boy]?  
 

2.5. Summary 
• Inclusiveness subsumes two core properties of phrase structure theory: Endocentricity and Locality of 

Projection. 
• It also forces a decomposition of syntactic dependencies into (potentially recursive) upward copying 

and local downward satisfaction of a selectional requirement. This, in turn, explains why syntactic 
dependencies require c-command. 

• The proposal implies that traces must be terminals, and copies of the top node of their antecedent, 
rather than full copies. This in turn can explain why Barss’s generalization should hold. 

• Merge cannot explain the c-command requirement on movement chains. 
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3. Subordination and Binary Branching 
 

Phrase structure theory requires that subordination is licensed. The licensing system explains why subordi-
nation requires binary branching. It also predicts that structures that do not involve subordination can be 
flat (n-ary branching). This turns out to be true of coordination. 
 

This section is based on Neeleman, A., J. Philip, M. Tanaka and H. van de Koot (2023). Subordination and 
Binary Branching. Syntax 26: 41–84. 
 

3.1 Introduction 
This paper is concerned with two constraints that impose asymmetry on syntactic representations. The first 
is endocentricity, which is in effect a ban on categories with multiple heads and categories without a head: 
 

(1) a.   X 
  ei 
X   Y 

b. *        X/Y 
  ei 
X   Y 

c. *  – 
  ei 
X   Y 

 

The second constraint requires that syntactic structures are binary branching (Kayne 1984), which imposes a 
structural asymmetry between dependents of a head: 
 

(2) a. *   X 
  e|i 
X   Y   Z 

b.                    X 
           ru 
          X     Z 
  ru 
X                Y 

c. 6 
X            X 
       ru 
     Y                X 
                ru 
               tX               Z 

 

Endocentricity and the binary branching constraint are deeply engrained in generative grammar. In Mini-
malism, for example, merge takes two syntactic objects and delivers a new object that inherits its label from 
one of the input categories (Chomsky 1995). This set-up implies that binary branching has no exceptions 
but makes no predictions beyond this. We discuss a theory in which subordination must be licensed (where 
subordination is one category being contained in the projection of another), and licensing requires binary 
branching. The system imposes restrictions beyond binary branching per se (e.g. it rules out movement to 
a θ-position) and predicts that any non-endocentric syntactic structures can be n-ary branching. We argue 
coordinate structures are symmetric and need not be binary branching. 
 

3.2 Toward an account of the Binary Branching Constraint 
3.2.1 The Generalized Licensing Criterion 
Structure must be licensed. We argue that a generalized version of the θ-criterion connects subordination 
to grammatical dependencies. The proposal relies on an encoding of grammatical dependencies through a 
selectional requirement copied upward along a connected path of nodes until it immediately dominates the 
antecedent (Neeleman and Van de Koot 2002, 2010): 
 

(3)             T [θ#] 
 ei 
D1             T [θ] 
Kim        ei 
            T                     V [θ θ#] 
              ei 
             V [θ θ]             D2 
                             ate                       the pizza 

 

Part A of the proposed principle states that structure must be licensed when a category is subordinated to 
another category (Collins 1997, Chomsky 2000, Abels 2003, Wurmbrand 2014): 
 

(4) Generalized Licensing Criterion (Part A; to be revised) 
 Subordination of Y to X requires a licensing relation between X and Y. 
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In (3), satisfaction of θ licenses subordination of D2 to V, while subordination of D1 to T is licensed by 
satisfaction of θ.  
 The selectional requirement that licenses subordination need not be introduced by the projecting 
node. Modifiers select the category they adjoin to (see Higginbotham 1985, Parsons 1990, Heim and 
Kratzer 1998, Maienborn 2001 and Ernst 2002). If this selectional relation is syntactically encoded through 
a selectional requirement μ, introduced by the modifier and satisfied by the projecting category, subordina-
tion of modifiers meets GLC-A. 
 

(5)             V [μ#] 
 ei 
V                    Adv [μ] 
danced                happily 

 

Subordination may also be licensed through identification of selectional requirements (Higginbotham 1985). 
This is of particular relevance for secondary predication. As an example, consider she ate the fish raw, which 
contains a VP of the following shape. 
 

(6)   V [θ θ#] 
  ei 
D   V [θ θ]  
the fish  ei 
 tV [θ θ]             A [θ] 
                                          raw 

 

Here, subordination of DP to V’ is licensed through satisfaction of a θ-role, and subordination of AP to V 
is licensed through θ-identification (which also reduces the total number of θ-roles). Hence, subordination 
of YP to Xn require the discharge of a selectional requirement. There are three modes of discharge: satis-
faction by YP, satisfaction by Xn and identification. 
 Not all syntactic dependencies can be used to license subordination. For example, it is not possible 
to project a position that hosts a DP if that DP merely binds an anaphor. Thus, the effects of the General-
ized Licensing Criterion depend which selectional requirements have a licensing capacity. So far, we have 
assumed that θ and μ do. But subordination can also be licensed through movement:  
 

(7)   T [σXP#] 
  ei 
D   T [σXP] 
Kim        ei 
             T                     V [θ# σXP] 
               ei 
              V [θ]    tD [σXP] 
                              arrived 

 

Two further licensing selectional requirements must be postulated to deal with functional structure. A base-
generated functional head must select its complement (through φ.) Moved heads, we assume, are created 
through self-attachment (see Koeneman 2000, among many others). They connect to their trace through σx:  
 

(8) a.
  

            F [φ#] 
 ei 
F [φ]             V 

b.             V [σX#] 
 ei 
V                    VP [σX] 
                6 
                     tV [σX] 

 

(9) Generalized Licensing Criterion (Part A; final version) 
 Subordination of Y to X requires a relation between X and Y that discharges a selectional 

requirement α (where α ∈ {θ, μ, σXP, φ, σX}). 
 

The standard θ-criterion banned multiple θ-role assignment to a single position. Within the current frame-
work, this means that no node can be specified as [θ# θ#]. We propose this generalizes, too:  
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(10) Generalized Licensing Criterion (Part B; henceforth GLC-B)  
 No node created by subordination may be the locus of discharge of more than one selecti-

onal requirement taken from {θ, μ, σXP, φ, σX}. 
 

Part B of the Generalized Licensing Criterion comprises fifteen cooccurrence restrictions that hold between 
satisfied selectional requirements. It would take us too far afield to discuss all fifteen. However, we will 
look in more detail at the six co-occurence restrictions that involve the phrasal dependencies encoded by 
θ, μ and σXP. The constraint in (8) rules out nodes specified as (i) [θ# θ#], (ii) [θ# μ#], (iii) [θ# σXP#], (iv) [μ# 

σXP#], (v) [μ# μ#], or (vi) [σXP# σXP#]. (The ban on movement to a θ-position is incompatible with the move-
ment theory of control. See Hornstein & Polinsky 2010 Landau 2003, Landau & Bobaljik 2009 and Wood 
2012 for discussion.) 
 

(11) a. * … [θ#] 
  ei 
D1    V [θ θ# θ#] 
    ei 
   V [θ θ θ]   D2 

b. * … [θ# μ#] 
  ei 
D [μ]  V [θ] 
      6 
           V [θ] 

     
 c. *         … [θ# σXP#] 

 ei 
D             V [θ θ# σXP] 
  ei 
 V [θ θ]             tD [σXP] 

d. * … [σXP# μ#] 
  ei 
D [μ]  V [θ# σXP] 
   ei 
  V [θ]              tD [σXP] 

 

We further capture the fact that a DP argument cannot simultaneously act as depictive (even though there 
are DP depictives, as in John left a happy man): 
 

(12) *   … [θ#] 
    ei 
D1    V [θ θ#]  
John     ei 
   V [θ θ]             D2 [θ] 
                 congratulated       a happy man 

 

3.2.2 The source of the Binary Branching Constraint 
Crucially, the Generalized Licensing Criterion does not only account for the complementarity of certain 
syntactic functions, but also explains why subordination yields structures that are binary-branching (Kayne 
1984).  
 

(13) a. *      X 
 w|o 
X             Y              Z 

b. *    X/Y 
  w|o 
 X             Y             Z 

 

In both representations, there are two pairs consisting of a projecting and a non-projecting category. In 
(13a), these pairs are <X, Y> and <X, Z>; in (13b), they are <X, Z> and <Y, Z>. According to GCL-A, 
each pair must be licensed through the discharge of a selectional requirement. But according to GCL-B, no 
node created by subordination may be the locus of discharge of more than a single selectional requirement. 
Hence, (13a,b) are ruled out.  

We give a range of example structures below. 
 

(14) a. * … [θ#] 
  ei 
D              V [θ θ# θ#] 
          w|o 
         V [θ θ θ]   D             D 

b. *    … [θ# μ#] 
 w|o 
D           Adv [μ]     V [θ] 
             6 
                  V [θ] 

     

 c. *    … [θ# σXP#] 
 w|o 
D             D             V [θ θ# σXP] 
          ei 
         V [θ θ]             tD [σXP] 

d. *     … [σXP# μ#] 
  w|o 
D            Adv [μ]     V [θ# σXP] 
           ei 
          V [θ]          tD [σXP] 
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(15) a. *                  V [μ# μ#] 
     w|o 
Adv [μ]      Adv [μ]      V 

b. *             … [σXP# σXP#] 
 w|o 
D             D            … [θ# σXP σXP] 
                     ei 
                    tD [σXP]             V [θ θ# σXP] 
                                 ei 
                     V [θ θ]         tD [σXP] 

 

(16) a. *              V [θ#] 
 w|o 
V [θ]        D             A [θ] 

b. *                   V [μ#] 
     w|o 
Adv [μ]      Adv2 [μ]     V 

 
 

(17) a. *                      F [φ# θ#] 
  w|o 
F [φ]         D             V [θ] 
                         6 
                   V [θ] 

b. *                   V [θ# σx#] 
 w|o 
V             D            VP [θ σX] 
                        6 
                tV [θ σX] 

     

 c. *      F1/2 [φ# φ#] 
 w|o 
F1 [φ]        F2 [φ]       V 
                        6 
                     V 

d. *    F/V [φ# σx#] 
 w|o 
F [φ]        V             VP [σX] 
                        6 
                 tV [σX] 

 

Thus, the same constraint that captures the complementarity of a range of syntactic functions also explains 
why subordination cannot create ternary-branching structures. This removes the necessity to state the ban 
on n-ary branching as a constraint on the input of merge. In addition, the proposal is open to falsification. 
We predict that there are no instances of subordination in which multiple or no selectional requirements 
are discharged. 
 A counterexample of the latter type may come from expletives. There are three potential solutions. 
(i) An expletive could be a semantically bleached argument (see Chomsky 1981 on weather it, Bennis 1986 
and Ruys 2010 on it expletives and Williams 1994, Hazout 2004, Hartmann 2008 and Van Craenenboeck 
2020 on there expletives). (ii) An expletive could be a bleached modifier (see Bennis 1986 on Dutch er and 
Van Craenenbroeck 2020 on quasi-locational there). (iii) An expletive could be a bleached predicate (see 
Den Dikken 1995, Moro 1997 and Hartmann 2008). 
 

3.3 Coordination is not subordination 
3.3.1 Coordination and the Generalized Licensing Criterion 
If coordination is reduced to subordination, we end up with fully acceptable structures in which either 
GLC-A or GLC-B is violated. We first consider structures in which GLC-A is at stake. 
 Coordination cannot involve subordination of one conjunct to another, as conjuncts need not 
introduce any selectional requirements at all (as in Thelma and Louise). Hence, reducing coordination to 
subordination implies that the coordinator must introducing multiple selectional requirements, as in (18a) 
(Munn 1987, Kayne 1994, Zoerner 1995, Johannessen 1998 and De Vries 2005) or (18b) (Munn 1992, 1993, 
Bošković & Franks 2000, Hartmann 2000 and Zhang 2010). 
 

(18) a.   & [χ#] 
  ei 
D   & [χ χ#]  
   ei 
  & [χ χ]             D 

b.  D [χ#] 
  ei 
D   & [χ χ#]  
   ei 
  & [χ χ]             D 

 

These analyses are self-defeating: given that the number of conjuncts is unbounded, the coordinator must 
contain an arbitrary number of selectional requirements, all but two of which are optional.  

One could assume that a null coordinator is added for every conjunct beyond two (see Zoerner 
1999 and De Vries 2005).  
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(19) a.   ∅ [χ#]                                     b.               D [χ#] 
  ei                                         ei 
D   ∅ [χ χ#]                             D                   ∅ [χ χ#] 
   ei                                         ei 
  ∅and [χ χ]          & [χ#]                                ∅and [χ χ]         D [χ#] 
                          ei                                         ei 
                         D                  & [χ χ#]                             D                   & [χ χ#]  
                    ei                                          ei 
                 & [χ χ]             D                                       & [χ χ]             D 

 

How can we capture the distribution of overt and covert coordinators? First, if there is a single overt coor-
dinator, it must attach to the final conjunct. Thus, [Hal [∅and [Thelma [and Louise]]]] is grammatical, but *[Hal 
[and [Thelma [∅and Louise]]]] is not. Second, there is no mixing of disjunctive and conjunctive coordinators 
(Hal, Thelma and Louise cannot mean Hal or Thelma and Louise, and Hal, Thelma or Louise cannot mean Hal 
and Thelma or Louise). Zoerner suggest that covert coordinators are in fact landing sites for LF raising of the 
overt coordinator. This captures the no-mixing restriction. However, it assumes that a coordinator’s selec-
tional requirements are ‘reactivated’ after each step of coordinator raising, which is equivalent to saying that 
a coordinator contains an arbitrary number of optional selectional requirements (in addition to two oblig-
atory ones).  
 Other grammatical coordinate structures violate GLC-B if analyzed as subordination: 
 

(20) Susan [gaveV or lentV] her two best friends all of her mother’s books. 
 

The only way to avoid this conclusion is to argue that examples like (20) involve phrasal coordination, with 
the surface form derived through some form of ellipsis: 
 

(21) Susan [[VP gave her two best friends all of her mother’s books] or [VP lent her two best friends 
all of her mother’s books]]. 

 

There are two arguments against reducing coordination of non-maximal categories to phrasal coordination 
plus ellipsis. (i) there may be a mismatch between the interpretations of the purported underlying and de-
rived structures (see Borsley 2005:471 and Zhang 2010). 
 

(22) a. Hobbs whistled and hummed a total of sixteen tunes. 
 b. Hobbs whistled a total of sixteen tunes and hummed a total of sixteen tunes. 
 

(ii) The rules required to derive (20) from (21) are not well motivated. English does not have a general rule 
of backward ellipsis (see (23a)) and a right-node raising analysis is not feasible, given that examples like (20) 
do not have a right-node raising prosody and given that right-node raising of pronouns is awkward (Bresnan 
1974:615), while examples like (23b) are unobjectionable.  
 

(23) a. *Susan [[VP gave her two best friends all of her father’s records] or [VP lent her two best 
friends all of her mother’s books]]. 

 b. She [gaveV or lentV] it to him. 
 

Thus, a subordination analysis of coordination leads to complications with both GLC-A and GLC-B.  
 

3.3.2 Coordination as a symmetrical structure 
I analyze coordination as a symmetrical structure (Philip 2012). More specifically, the top node of a coor-
dinate structure is a projection of two (or more) categories: 
 
(24) a.   X 

  ei 
  X                    Y 

 b.  X 
 ei 
 X                    X 

 c.  X/Y 
 ei 

 X                     Y 
         subordination         coordination 

(like categories) 
         coordination 

  (unlike categories) 
 

(25) Subordination 
 A category Y is subordinated to a category X if the node immediately dominating Y carries 

X’s categorial features, but not Y’s categorial features. 
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The proposal does not immediately make clear what role the coordinator has. We turn to this in section 5. 
For now, we simply stipulate that a coordinator must be attached to the final conjunct and can optionally 
be attached to any medial conjuncts. Note that the coordinator must be a complete functor, passing up all 
properties of the category it selects. 
 

(26)           X/Y 
 ei 
X             Y [φ#] 
  ei 
 & [φ]                Y 

 

The GLC applies to structures generated through subordination. In (22c), there is no subordination, and 
hence there is no demand for a selectional requirement to be discharged, nor for any discharge to be limited 
to a single selectional requirement. This permits coordination of arguments (without discharge) and coor-
dination of transitive verbs (with multiple discharge). 
 The main empirical prediction of the proposal is known as Wasow’s Generalization. The formula-
tion in (27) is from (Pullum & Huddleston 2002: 1323). 
 

(27) Wasow’s Generalization 
 If (and only if) in a given construction a constituent X can be replaced without change of 

function by a constituent Y, then it can also be replaced by a coordination of X and Y. 
 

I first consider the effects of Wasow’s Generalization for categorial features. It goes without saying that 
two categories of the same type can be coordinated in a position that admits that type. Given that become 
selects nominal and adjectival predicates, (28a) and (28b) are both grammatical. It is also possible to com-
bine become with a mixed nominal/adjectival coordinate structure, as in (29) (on coordination of unlike 
categories, see Sag et al. 1985 and Bayer 1996). 
 

(28) a. Danny became [[NP a political radical] and [NP an angry man]]. 
 b. Danny became [[AP very angry] and [AP very antisocial]]. 
 

(29) a. Danny became [[NP a political radical] and [AP very antisocial]]. 
 b. Danny became [[AP very antisocial] and [NP a political radical]]. 
 

(30) a.           N/A [θ] 
  ei 
N [θ]                A [θ] 
                ru 
               &              A [θ] 

b.           A/N [θ] 
  ei 
A [θ]                N [θ] 
                ru 
               &              N [θ] 

 

Similarly, modifiers of different category can be coordinated: 
 

(31) a.  We walked [[PP with great care] and [AdvP very slowly]]. 
 b. We walked [[AdvP very slowly] and [PP with great care]]. 
 

(32) a.          P/Adv [μ] 
 ei 
P [μ]              Adv [μ] 
                ru 
               &               Adv [μ] 

b.          Adv/P [μ] 
   ei 
Adv [μ]              P [μ] 
                  ru 
                 &               P [μ] 

 

Become does not tolerate prepositional predicates, however, and hence it is not possible for become to combine 
with a coordination containing a prepositional conjunct:  
 

(33) a. *Danny became [[PP under suspicion] and [NP a political radical]]. 
 b. *Danny became [[NP a political radical] and [PP under suspicion]].  

 c. *Danny became [[PP under suspicion] and [AP very antisocial]]. 
 d. *Danny became [[AP very antisocial] and [PP under suspicion]] 
 

This effect is hard to understand if a coordinate structure is the projection of the coordinator or of the first 
conjunct. On neither analysis, it follows that the category of both conjuncts should matter: 
 

  



 33 

(34) a.   & 
  ei 
X   & 
   ei 
  &                     Y 

b.   X 
  ei 
X   &  
   ei 
  &                     Y 

 

The effects of Wasow’s Generalization extend to the selection of inflectional features: 
 

(35) a. Hobbs turned out to like Rhodes and to hate Barnes. 
 b. *Hobbs turned out to like Rhodes and hating Barnes. 
 c. *Hobbs turned out liking Rhodes and to hate Barnes. 
 

(36) a. Hobbs ended up liking Rhodes and hating Barnes. 
 b. *Hobbs ended up liking Rhodes and to hate Barnes. 
 c. *Hobbs ended up to like Rhodes and hating Barnes. 
 

They also extend to the coordination of arguments (contra Bruening & Al Khalaf 2020). Patejuk & Prze-
piórkowski 2021 list numerous attested examples of unlike argument coordination, and the examples in 
(37) deteriorate sharply if the verbs are replaced by alternatives that tolerate only one of the conjoined 
categories as their internal argument, as in (38). 
 

(37) a. John thought [CP that his budget would run out soon] and [PP about the difficulties this 
would cause]. 

 b. Fiona noticed [CP that the numbers for the tax year did not add up] and [DP a range of 
other errors in Bill’s accounting]. 

 c. The strikers fought [DP the college’s injustice] and [PP against those that kept it in place]. 
 

(38) a. *John noticed [CP that his budget would run out soon] and [PP about the difficulties this 
would cause]. 

 b. *Fiona said [CP that the numbers for the tax year did not add up] and [DP a range of other 
errors in Bill’s accounting]. 

 c. *The strikers resisted [DP the college’s injustice] and [PP against those that kept it in 
place]. 

 

Coordination of arguments does give rise to one tricky issue, though: there are grammatical examples in 
which a verb selects a conjunction of a DP and a CP, even though it does not take CP complements in 
isolation:  
 

(39) You can depend on my assistant and that he will be on time. 
 

Bruening & Al Khalaf (2020) argue that examples of this type involve coordination of like categories, with 
the CP conjunct a DP headed by a silent noun. This proposal predicts (correctly, it seems) that violations 
of Wasow’s Generalization are restricted to cases in which a CP is coordinated with a DP. 
 Further empirical consequences of the proposal depend on what is deemed to break the symmetry 
of a coordinate structure. We assume (40) holds. Recall that licensing selectional requirements license sub-
ordination. Hence (40) implies that conjuncts demand the same structural environment. 
 

(40) In a coordinate structure, each conjunct must have the same set of unsatisfied licensing 
selectional requirements as its mother. 

 

It follows that when two predicates (say, two verbs) are coordinated, they must have the same arity:  
 

(41) a. I saw him [[buy] and [read]] a book.  
 b. *I saw him [[buy] and [sleep]] a book.  
 

(42) a.           V [θ θ] 
   ei 
  V [θ θ]             V [θ θ] 
                  ru 
                 &               V [θ θ] 

b.  *          V [θ θ] 
      ei 
     V [θ θ]             V [θ] 
                     ru 
                    &              V [θ] 

c.  *         V [θ] 
     ei 
    V [θ θ]             V [θ] 
                    ru 
                   &               V [θ] 
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It also follows that movement out of coordinate structures is subject to the element constraint (the conjunct 
constraint remains unexplained).  
 

(43) Coordinate Structure Constraint (Ross 1967, Grosu 1973, De Vries 2017) 
 a. The Conjunct Constraint: Conjuncts cannot be moved. 
 b. The Element Constraint: Movement out of a coordinate structure is possible only if the 

moved category binds a trace in each conjunct. 
 

(44) a. The madrigals which1 Henry [[sings t1] and [listens to t1]] are mostly Venetian. 
 b.  *The lute which1 Henry [[plays t1] and [sings madrigals]] is warped. 
 c.  *The madrigals which1 Henry [[plays the lute] and [sings t1]] sound lousy.  
 

(45) a.         X/Y [σ] 
   ei 
  X [σ]                Y [σ] 
                  ru 
                 &               Y [σ] 

b.  *        X/Y [σ] 
      ei 
     X [σ]                Y 
                     ru 
                    &              Y 

c.  *       X/Y [σ] 
     ei 
    X                     Y [σ] 
                    ru 
                   &               Y [σ] 

 

I will come back to apparent exceptions to the coordinate structure constraint. 
 In sum, at least some core properties of coordinate structures follow straightforwardly from a 
symmetrical analysis. 
 

3.3.3 Coordination and scope 
If coordinate structures are headed by a coordinator, the left conjunct c-commands and hence takes scope 
over the right conjunct. A symmetrical analysis implies that in a two-termed coordinate structure neither 
conjunct takes scope over the other, as neither is in a structurally higher position. Hence, in (46a) W cannot 
be scopally dependent on X and Z cannot be scopally dependent on Y. This is different on other accounts 
of coordination. In (46b), for example, W could be scopally dependent on X (though not Z on Y). 
 

(46) a.                  X/Y 
         ei 
        X                     Y 
6      6 
   … Z …            … W …                      

b.                     & 
         ei 
        X                     & 
6   ei 
   … Z …     &                      Y 
                                    6 
                                       … W … 

 

How, then, to account for examples like every man and his dog? (Munn 1993). We adopt Progovac’s (2000, 
2003, a.o.) proposal that this requires quantifier raising of every man (here analyzed as percolation of a scope 
index). In general, a quantifier in a two-termed coordination may raise out of a left conjunct as long as it 
binds a variable in the right conjunct (see Rodman 1976, Ruys 1992 and Fox 2000): 
 

(47) a. A soldier [[found every traitor] and [left unseen]].  (*∀>∃) 
 b. A soldier [[found [every traitor]1] and [shot him1]].  (∀>∃) 
 

(48) a. *Which student [[likes which professor] and [hates the dean]]? (on a pair-list reading) 
 b. Which student [[likes which professor]1 and [wants him1 to be on his committee]]? 
 

Notice that the element in the right conjunct must be a variable:  
 

(49) a. A (different) student [[likes [every professor]] but [hates some TAs]].  
  (*‘[Every professor]1 is such that a different student likes him1 but hates some TAs.’) 
 b. A (different) student [[likes [every professor]1] but [hates some of his1 TAs.]]  
  (‘For [every professor]1 there is a student that likes him1 but hates some of his1 TAs.’) 
 c. A (different) student [[likes [every professor]1] but [wants him1 to fire some TAs]]. 
  (‘For [every prof.]1 there is a student that likes him1 but wants him1 to fire some TAs.’) 
 

The data are as predicted by the symmetric analysis:  
 

(50) a. Every man and a woman walked in.  (*∀>∃) 
 b. [Every man]1 and his1 wife walked in. 
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 c. [Every man]1 and a woman he1 used to date walked in.  (∀>∃) 
 

(51) a. *Which priest united which refugee and three compatriots?  (on a pair-list reading) 
 b. Which priest united [which refugee]1 and his1 family? (on a pair-list reading) 
 

Progovac’s proposal for every man and his dog receives further support from the example in (52):  
 

(52) I remember [every corrupt politician]1 and the false promises [the bastard]1 made. 
 

An epithet bound by a quantifier is subject to Principle C (Hornstein & Weinberg 1990:134). Hence, the 
example in (53), where the quantifier phrase uncontroversially c-commands the epithet, is ungrammatical: 
 

(53) *[Every corrupt politician]1 certainly likes the false promises that [the bastard]1 makes. 
 

Since (52) is grammatical, it follows that the left conjunct (every corrupt politician) does not c-command the 
right conjunct, but rather binds the epithet after quantifier raising. 
 

3.3.4 Other asymmetries 
The distribution of cases in a coordinate structure is not always symmetrical and there are situations in 
which the verb agrees with one conjunct but not the other (‘unbalanced coordination’, Johannessen 1998). 
 

Unbalanced case.  A recent paper by Weisser (2020) shows that in certain coordinate structures that appear 
asymmetric on the surface underlying case is in fact symmetric. For various other classes of data, Prze-
piórkowski (2021) argues that genuine mismatches in case can be observed, but these do not motivate a 
structural asymmetry between conjuncts. For example, Polish allows coordination of accusative and geni-
tive DPs (if the latter have a partitive reading), but does not impose constraints on their respective order. 
 

Unbalanced agreement. Agreement is coordinate structures comes in three patterns. (i) Resolution: the features 
of all conjuncts are input to a computation that derives a set of output features relevant for agreement. 
Resolution treats all conjuncts on a par and hence provides no evidence for syntactic asymmetry. (ii) Closest 
conjunct agreement: a predicate agrees with the conjunct linearly closest to it (Corbett 2006, Marušič et al. 
2015, Nevins & Weisser 2019). Again, this pattern does not provide evidence for syntactic asymmetry. (iii) 
Distant conjunct agreement, as found in Slovenian (Marušič et al. 2015, a.o.): a predicate can agree with the 
first conjunct of a coordinate subject that precedes it, but not with the last conjunct of a coordinate subject 
that follows it. This pattern is typologically rare. 
 

(54) a. Knjig-e     in  peres-a    so         se      podražil-a/?podražil-e. 
  book-F.PL1 and pen-N.PL2 AUX.PL REFL got.dear-N.PL2/got.dear-F.PL1 
  ‘Books and pens have become more expensive.’ 
 b. Podražil-a/*podražil-e         so         se     peres-a    in   knjig-e.        
             got.dear-N.PL1/got.dear-F.PL2 AUX.PL REFL pen-N.PL1 and book-F.PL2 
  

Our impression, based on work with three linguistically trained native speakers, is that the interpretation of 
the coordinate subject is an important factor. A coordination A and B can describe a set {A, B}, but it also 
allows a comitative reading A and also B. The comitative reading facilitates distant conjunct agreement if (in 
descriptive terms) A is foregrounded and B backgrounded:  
 

(55) Knjig-e    pa  tudi peres-a    so         se      podražil-e. 
 book-F.PL1 and also  pen-N.PL2 AUX.PL REFL got.dear-F.PL1 
 

In context, comitative coordinate structures permit foregrounding of the second conjunct. Under those 
circumstances our informants found postverbal distant conjunct agreement unobjectionable:  
 

(56) [Peresa so se resnično podražila.] 
 ‘Pens really got more expensive.’ 
 Podražil-e     so         se     ne samo peresa     ampak tudi knjig-e. 
 got.dear-F.PL2 AUX.PL REFL not only   pen-N.PL1 but       also  book-F.PL2 
 ‘Not only pens but also books got more expensive.’ 
 

If so, it is not clear that distant conjunct agreement supports an asymmetric analysis of coordination after 
all. 
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3.4. N-ary branching coordinate structures 
3.4.1 Flat and articulated coordinate structures 
We now come to the crux of the paper. We have argued that subordination must meet the Generalized 
Licensing Criterion, and that this implies that subordination must be binary branching. We have also argued 
that coordinate structures do not involve subordination. Hence, coordinate structures can, but do not have 
to be binary branching:  
 

(57) a.                    X 
 q|p	
X1               X2               X 
                                 ty 
                                &         X3 
 

b.                    X 
 q|p	
X1               X               X 
              ty      ty 
             &        X2   &        X3 

  X1 ∣ X2 ∣ and X3  X1 ∣ and X2 ∣ and X3 
 

(58) a.             X 
 ei 
X1                   X 
            ei 
           &                    X 
                        ei	
                       X2                        X 
                                    ei 
                                   &                    X3 
 

b.                              X 
            qp 
           X                                X	
 ei          ei	
X1                       X        &                    X3 
             ei 
            &                    X2 

  XP1 ∥ and XP2 ∣ and XP3  XP1 ∣ and XP2 ∥ and XP3 
 

In English coordinate structures, a coordinator must (normally) be attached to the final conjunct. Given 
that (58a) and (58b) have an articulated structure, a coordinator must hence appear between each pair of 
conjuncts, as indicated. The structure in (57) requires a single coordinator, attached to XP3. Attachment of 
a coordinator to the medial conjunct is optional. 

The embedding of one coordinate structure within another is reflected in the prosody (Zoerner 
1995, Wagner 2010 and Kentner & Féry 2013): 
 

(59) a. [Hal and Thelma and Louise]  b. [Hal ’n’ Thelma ’n’ Louise] 
 c. ??[Hal and Thelma ’n’ Louise]  d. ??[Hal ’n’ Thelma and Louise] 
 

(60) a. [[Hal and Thelma] and Louise]  b. ??[[Hal ’n’ Thelma] ’n’ Louise] 
 c. *[[Hal and Thelma] ’n’ Louise]  d. [[Hal ’n’ Thelma] and Louise] 
 

(61) a. [Hal and [Thelma and Louise]]  b. ??[Hal ’n’ [Thelma ’n’ Louise]] 
 c. [Hal and [Thelma ’n’ Louise]]  d. *[Hal ’n’ [Thelma and Louise]] 
 

A reviewer suggests that the claim that monosyndetic multi-termed coordinate structures are n-ary branch-
ing runs foul of examples like (62a) and especially (62b): 
 

(62) a. I lived in Berlin last year, and in Munich and in Paris. 
 b. I lived in Berlin last year, in Munich, and in Paris. 
 

However, apparent extraposition out of coordinate structures results from partial ellipsis of a clausal con-
junct (Johnson 2004, Chaves 2007 and Zhang 2010, a.o.):  
 

(63) a. *I introduced Carrie to each other and Will. 
 b. [I introduced Carrie to each other] and [Will1 I introduced t1 to each other]. 
 c.  I introduced [Carrie [t&DP]] to each other [and Will]. 
 

If the above in on the right track, (62a,b) should be analyzed as in (64a,b), respectively.  
 

(64) a. [S I lived in Berlin last year], and [S [in Munich and in Paris]1 I lived t1 last year] 
 b. [S I lived in Berlin last year], [S [in Munich] 1 I lived t1 last year], and [S [in Paris]2 I lived 

t2 last year] 
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Further support for an ellipsis account comes from the distribution of coordinators in variants of (62a,b) 
in which only the final conjunct has shifted rightwards. If we were dealing with extraposition, there would 
be a single underlying coordinate structure, and hence a single coordinator preceding the final locational 
modifier should suffice, contrary to fact: 
 

(65) a. *I lived in Berlin, in Munich last year, and in Paris. 
 b. I lived in Berlin and in Munich last year, and in Paris. 
 

3.4.3 Literature review 
If Hal, Thelma and Louise has a flat structure, it must denote a single three-termed coordination. It follows 
that it cannot mean the same as Hal or Thelma and Louise. Similarly, Hal, Thelma or Louise cannot be interpreted 
as Hal and Thelma or Louise.  

Even when the no-mixing restriction is adhered to, the coordinate structures in (42) and (44) have 
different truth conditions (see Borsley 1994, 2005; Wagner 2010 and Winter 2006).  
 

(66) [Tom and Dick] lifted the piano.  (Borsley 1994:238) 
 a. ‘Tom lifted the piano and Dick lifted the piano.’  (distributive) 
 b. ‘Tom and Dick together lifted the piano.’   (collective) 
 

(67) [Tom and Dick and Harry] lifted the piano. (Borsley 1994:238) 
 a. ‘Tom lifted the piano, Dick lifted the piano, and Harry lifted the piano.’  (distributive) 
 b. ‘Tom, Dick and Harry together lifted the piano.’ (collective) 
 c. ‘Tom lifted the piano, and Dick and Harry together lifted the piano.’ (mixed dist.-col.) 
 d.  ‘Tom and Dick together lifted the piano, and Harry lifted the piano.’ (mixed col.-dist.) 
 

(68) [Tom, Dick and Harry] lifted the piano.  (Borsley 1994:239) 
 a. ‘Tom lifted the piano, Dick lifted the piano, and Harry lifted the piano.’  (distributive) 
 b. ‘Tom, Dick and Harry together lifted the piano.’ (collective) 
 c. *‘Tom lifted the piano, and Dick and Harry together lifted the piano.’ (mixed dist.-col.) 
 d.  *‘Tom and Dick together lifted the piano, and Harry lifted the piano.’ (mixed col.-dist.) 
 

In (68), the mixed readings are absent, because in a ternary-branching analysis no two conjuncts form a 
coordinate structure to the exclusion of the third. 
 Winter (2006) observes a similar effect with adverbials of alternation: 
 

(69) a. John alternately feels [guilt and anger and hate] for his family. (Winter 2006:9) 
 b. % John alternately feels [guilt, anger and hate] for his family. 
 

(70) a. two-state alternation: guilt/[anger and hate]  -   ✓(69a); *(69b)  

 b. two-state alternation: [guilt and anger]/hate  -   ✓(69a); *(69b) 
 c. three-state alternation: guilt/anger/hate  -   %(69a); %(69b) 
 

The two state alternations are predicted to be absent in flat structures. 
 Borsley (2005) reports a related pattern for examples containing respectively. This adverb ‘establishes 
a pairing between elements of two sets having the same cardinality’ (Dalrymple & Kehler 1995:536 and 
references cited there): 
 

(71) The two girls were seen by [Hobbs and Rhodes], respectively. (Borsley 2005:469) 
 

The constrast between (72) and (73) is now predicted: 
 

(72) The two girls were seen by [Hobbs and Rhodes and Barnes], respectively. (Borsley 2005:470) 
 a. ‘Hobbs saw one girl, and Rhodes and Barnes saw the other.’ 
 b. ‘Hobbs and Rhodes saw one girl, and Barnes saw the other.’ 
 

(73) *The two girls were seen by [Hobbs, Rhodes and Barnes], respectively.     (Borsley 2005:470) 
 

A final data set confirming the same conclusion comes from the distribution of both, which can introduce 
a coordination whose cardinality is exactly two:  
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(74) a. [both [Tom [and Dick and Harry]]]  
 b. [[both [Tom and Dick]] and Harry]  
 c. [both [[Tom and Dick] and Harry]]  (Borsley 1994:237) 
 

(75) a. *both Tom, Dick and Harry (Borsley 1994:237) 
 b. *Tom, both Dick and Harry  
 

In sum, in three-element conjunctions with a single coordinator neither the final, nor the initial two con-
juncts entertain a distinct conjunctive relationship. This follows if such examples have a flat structure, as in 
(57a).  
 

3.4.4 An argument from modification 
If we were dealing with a binary-branching structure, either the first two conjuncts (in a left-branching 
structure), or the last two conjuncts (in a right-branching structure), form a constituent to the exclusion of 
the remaining conjunct. On the other hand, on the n-ary branching analysis in (42) no two conjuncts form 
a constituent to the exclusion of the other. These predictions can be tested by looking at the scope of 
modifiers.  

In a binary coordinate structure, the presence of an initial results in ambiguity. In unambiguously 
flat multitermed coordinations, modification applies to the immediately following conjunct or to all con-
juncts if the modifier is initial, but never to a non-singleton subset of conjuncts:  
 

(76) Mary will buy [yellow pansies and tulips]. 
 a. [yellow pansies] [and tulips] 
 b. [yellow [pansies and tulips]] 
 

(77) Mary will buy [crocuses and yellow pansies and tulips]. 
 a. crocuses and [yellow pansies] and tulips 
 b. crocuses and [yellow [pansies and tulips]] 
 

(78) Mary will buy [yellow crocuses and pansies and tulips]. 
 a. [yellow crocuses] and pansies and tulips 
 b. [yellow [crocuses and pansies]] and tulips 
 c. [yellow [crocuses and pansies and tulips]] 
 

(79) Mary will buy [crocuses, yellow pansies and tulips]. 
 a. crocuses, [yellow pansies] and tulips 
 b. *crocuses, [yellow [pansies and tulips]] 
 

(80) Mary will buy [yellow crocuses, pansies and tulips]. 
 a. [yellow crocuses] [pansies] [and tulips]  
 b. *[yellow [crocuses, pansies]] [and tulips]  
 c. [yellow [crocuses, pansies and tulips]] 
 

The same pattern is found with adjuncts that follow the constituent they modify: 
 

(81) The park was full of [dog-walkers and tourists and children on scooters]. 
 a. dog-walkers and tourists and [children on scooters] 
 b. dog-walkers and [[tourists and children] on scooters]  
 c. [[dog-walkers and tourists and children] on scooters] 
 

(82) The park was full of [dog-walkers, tourists and children on scooters]. 
 a. dog-walkers, tourists and [children on scooters] 
 b. *dog-walkers, [[tourists and children] on scooters]  
 c. [[dog-walkers, tourists and children] on scooters] 
 

(83) The park was full of [dog-walkers and tourists on scooters and children]. 
 a. dog-walkers and [tourists on scooters] and children 
 b. [[dog-walkers and tourists] on scooters] and children 
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(84) The park was full of [dog-walkers, tourists on scooters and children]. 
 a. dog-walkers, [tourists on scooters] and children 
 b. *[[dog-walkers, tourists] on scooters] and children 
 

The examples in (81) and (83), where a coordinator occurs between each pair of conjuncts and hence the 
binary branching structures in (58) are possible, have a reading in which on scooters takes scope over the 
embedded two-termed coordination to its left, yielding the (b) reading. This reading is not available in (82) 
and (84), which contain only a single coordinator.  
 The pattern repeats itself with coordinated VPs modified by a manner adverbial: the (b) readings 
available in (85), (87) (89) and (91) drop out in (86), (87), (91) and (92). 
 

(85) John hurriedly [got up] and [put on a suit] and [walked to the office]. 
 a. [hurriedly [got up]] and [put on a suit] and [walked to the office] 
 b. [hurriedly [got up] and [put on a suit]] and [walked to the office] 
 c. [hurriedly [got up] and [put on a suit] and [walked to the office]] 
 

(86) John hurriedly [got up], [put on a suit] and [walked to the office]. 
 a. [hurriedly [got up]], [put on a suit] and [walked to the office] 
 b. *[hurriedly [got up], [put on a suit]] and [walked to the office] 
 c. [hurriedly [got up], [put on a suit] and [walked to the office] 
 

(87) John [got up] and hurriedly [put on a suit] and [walked to the office]. 
 a. [got up] and [hurriedly [put on a suit]] and [walked to the office]. 
 b. [got up] and [hurriedly [put on a suit] and [walked to the office]]. 
 

(88) John [got up], hurriedly [put on a suit] and [walked to the office]. 
 a. [got up], [hurriedly [put on a suit]] and [walked to the office]. 
 b. *[got up], [hurriedly [put on a suit] and [walked to the office]]. 
 

(89) John [got up] and [put on a suit] and [walked to the office] in a hurry. 
 a.  [got up] and [put on a suit] and [[walked to the office] in a hurry] 
 b.  [got up] and [[put on a suit] and [walked to the office] in a hurry] 
 c.  [[got up] and [put on a suit] and [walked to the office] in a hurry] 
 

(90) John [got up], [put on a suit] and [walked to the office] in a hurry. 
 a.  [got up], [put on a suit] and [[walked to the office] in a hurry] 
 b.  *[got up], [[put on a suit] and [walked to the office] in a hurry] 
 c.  [[got up], [put on a suit] and [walked to the office] in a hurry] 
 

(91) John [got up] and [put on a suit] in a hurry and [walked to the office]. 
 a.  [got up] and [[put on a suit] in a hurry] and [walked to the office] 
 b. [[got up] and [put on a suit] in a hurry] and [walked to the office] 
 

(92) John [got up], [put on a suit] in a hurry and [walked to the office]. 
 a.  [got up], [[put on a suit] in a hurry] and [walked to the office] 
 b. *[[got up], [put on a suit] in a hurry] and [walked to the office] 
 

3.5 The status and distribution of coordinators 
Symmetric coordination does not inherently require insertion of a coordinator. After all, the coordinator is 
not the head of the structure. Indeed, asyndetic coordination is common cross-linguistically, and perhaps 
available universally (Payne 1985 and Haspelmath 2007). English examples disjunction are given in (93). As 
noted (e.g. Büring and Hartmann 2015), asyndetic coordination gives an impression of incompleteness or 
open-endedness 
 

(93) a. He had brought [gifts, flowers, chocolate, champagne], and yet he felt unwelcome. 
 b. I found no more than [two, three] mistakes in your article. 
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Thus, in English multi-termed coordinations, there may be zero, one or multiple coordinators. If there is 
one coordinator, it is attached to the final conjunct; if there are multiple coordinators these are attached to 
all non-initial conjuncts. 
 Coordinators are not attached in a completely flat structure (contra Dik 1968, Goodall 1987 and 
Muadz 1991). In (94), the coordinator cannot subordinate, or be subordinated to, the conjuncts. (This 
would lead to a structure subject to the GLC and that hence cannot be ternary branching.) But then the 
coordinator must itself be a conjunct – clearly an incoherent result.  
 

(94) a. *                 X            
 q|p 
X                &               X 

b. *               X/Y            
 q|p 
X                &               Y 

 

Therefore, the coordinator must be attached to a conjunct (Ross 1967, Zwart 2009 and Philip 2012): 
 

(95) a.             X 
 ei 
X                    X 
            ei 
           &                    X 

b.           X/Y	 
  ei 
X                      Y 
              ei 
             &                    X 

 

The subtree that hosts the coordinator in (95a,b) is generated through subordination. Its formation must 
therefore involve discharge of a selectional requirement. We propose that the coordinator is a functional 
head that selects the XP it attaches to. Like other functional heads, a coordinator is a functor. Indeed, 
coordinators are total functors: they allow projection of all such properties. (Note that full transparency for 
projection explains why coordinators can be attached to nonmaximal categories.) 
 This puts coordinators in a large class of well-studied elements known as linkers (Den Dikken 2006, 
Philip 2012): functional heads that mark an independently existing relationship between two categories. An 
example is Mandarin de (Paul 2012): 
 

(96) a. MeiliDP de pengyou c. [S ni jilai ] de xin Mandarin 
  Mary LNK friend   you send LNK letter 
  ‘Mary’s friend’  ‘the letter you sent’ 
 b. benlaiAP de yisi d. [PP dui wenti] de kanfa 
  original LNK meaning   towards problem LNK opinion 
  ‘the original meaning’  ‘an opinion about the problem’ 
 

In asymmetric structures linkers are attached to the subordinated category and linearized between that 
category and the head of the larger structure. Thus, a linker connects two categories by being attached to 
one (XP in (97)) and pointing to the other (N in (97)) (Dik 1983, 1997, Philip 2012, 2013). ‘Pointing to N’, 
means ‘appear on the same side of XP as N’, not ‘be adjacent to N’. 
 

(97) a. [[XP LNK] N] c. *[[LNK XP] N] 
 b. [N [LNK XP]] d. *[N [XP LNK]] 
 

Several authors have argued that coordinators should be analyzed as linkers (Dik 1983, Zwart 2009 and 
Philip 2012). Coordinators, like subordinating linkers, mark a relationship by linear intervention: they in-
variably intervene between two conjuncts (Dik 1997, Johannessen 1998 and Zwart 2009).  
 In asymmetric structures, a linker marks a bivalent relation. Coordinate structures are different. A, 
B and C expresses a three-way relation. This is true of the syntax, as on our account A, B and C are adjoined 
to each other. It is also true of the semantics, as the coordination as a whole denotes a set {A, B, C}. The 
three-way relation between A, B and C can be decomposed into three two-way relations: 
 

(98)           A 
 
B               C 

 

Like other linkers coordinators mark relationships by pointing. Hence, in A, B and-C the coordinator marks 
two relations (A&C and B&C in (99)). A leftward shift of the coordinator reduces the number of relations it 
marks. In *A and B, C only A&B is marked, while in *and A B C no two-way relation is marked at all.  
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(99)  A B &-C *A &-B C *&-A B C A &-B &-C 
 A&B implied marked unmarked marked 
 A&C marked unmarked unmarked marked 
 B&C marked unmarked unmarked marked 

 
Note that “co-project” and “co-members of set S” are transitive relationships. Therefore marking A&C 
and B&C implicitly marks A&B as well. It is of course possible to explicitly mark A&B as well, but this 
requires an additional coordinator, as in A and B and C (see (99)). 
 The distribution of coordinators in English follows from three constraints that interact in optimal-
ity-theoretic fashion (Prince & Smolensky 2004): 
 

(100) a. No coordinators! (NoCo) 
 b. Mark coordinate relationships! (MkCo) 
 c. Explicitly mark coordinate relationships! (ExMk) 
 

MkCo must universally dominates ExMk (the opposite ranking would obliterate the empirical effects of 
MkCo). We assume that in English NoCo is not ranked with respect to the other two constraints, leading 
to the the following three rankings: 
 

(101) a. NoCo ≫ MkCo ≫ ExMk b. MkCo ≫ NoCo ≫ ExMk 
 c. MkCo ≫ ExMk ≫ NoCo 
 

We will consider the effects of these rankings for a coordinate structure with four members:  
 

(102) A                        B 

C                        D 
 

On the ranking in (101a), it is more important to avoid coordinators than it is to mark any coordinate 
relations. Consequently, the coordination will be realized asyndetically, as A, B, C, D.  
 

On the ranking in (101b), coordinators must be attached up to the point that all coordinate relations are 
marked (explicitly or implicitly). If a single coordinator is used, MkCo is satisfied if the coordinator is at-
tached to the final conjunct, but not if it is attached to any preceding conjunct:  
 

(103)  A B C &-D *A B &-C D *A &-B C D *&-A B C D 
 A&B implied implied marked unmarked 
 A&C implied marked unmarked unmarked 
 A&D marked unmarked unmarked unmarked 
 B&C implied marked unmarked unmarked 
 B&D marked unmarked unmarked unmarked 
 C&D marked unmarked unmarked unmarked 

 

Attachment of more coordinators will not give a better performance on MkCo but does yield more viola-
tions of NoCo and is hence blocked on this ranking. 
 

(104)  *A B &-C &-D *A &-B C &-D *&-A B C &-D 
 A&B implied marked implied 
 A&C marked implied implied 
 A&D marked marked marked 
 B&C marked implied implied 
 B&D marked marked marked 
 C&D marked marked marked 
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(104)  *A &-B &-C D *&-A B &-C D *&-A &-B C D 
 A&B marked implied marked 
 A&C marked marked unmarked 
 A&D unmarked unmarked unmarked 
 B&C marked marked unmarked 
 B&D unmarked unmarked unmarked 
 C&D unmarked unmarked unmarked 

 

On the ranking in (101c), coordinators will be attached up to the point that all coordinate relationships are 
marked explicitly. This requires a three coordinators: ExMk is satisfied if a coordinator is attached to all 
non-initial conjuncts, as in the first column in (105). 
 

(105)  A &-B &-C &-D *&-A B & C & D *&-A &-B C &-D *&-A &-B &-C D 
 A&B marked implied marked marked 
 A&C marked marked implied marked 
 A&D marked marked marked unmarked 
 B&C marked marked implied marked 
 B&D marked marked marked unmarked 
 C&D marked marked marked unmarked 

 

Even though NoCo is ranked lowest, it still imposes constraints. In particular, it blocks attachment of four 
coordinators, as in *&-A &-B &-C &-D 
 Thus, three patterns are permitted: asyndetic coordination, attachment of the coordinator to the 
final conjunct, and attachment of coordinators to all non-initial conjuncts. Other patterns are correctly 
ruled out.  
 One issue remains: why should it be that asyndetic coordination triggers a sense of incompleteness 
or open-endedness? I speculate that this is due to the coordinate relation remaining unmarked. Marking a 
coordinate relation comes with the premise that the full set of elements of which the relation holds is 
marked. If so, the logic of interpretive competition predicts that lack of marking should have the effect that 
the relevant set may have additional members. 
 

3.6 Conclusion 
• Most syntactic structures are binary branching (see Kayne 1984).  
• This follows from the Generalized Licensing Criterion, which requires (i) that subordination is licensed 

through the discharge of a selectional requirement and (ii) that no node created by subordination may 
be the locus of satisfaction of two or more selectional requirements.  

• The Generalized Licensing Criterion predicts an exception to the binary branching constraint: it allows 
symmetric structures to be n-ary branching.  

• We have argued that this exception indeed exists. Coordinate structures are arguably symmetric. They 
can indeed be n-ary branching. 

• Coordinators are linkers that mark coordinate relationships. 
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4. Extraction asymmetries in Type A Coordination 
 

The theory of coordination developed previously explains why the coordinate structure constraint should 
hold. However, various counterexamples to the coordinate structure constraint have been identified. Here, 
we consider one type of counterexample and show that it is only apparent: what looks like a coordinate 
structure is really a regular adjunction structure. 
 

This section is based on Neeleman, A., and M. Tanaka (2024). Extraction Asymmetries Show that Type A 
Coordination is Adjunction. Language 100: 1–39. 
 

4.1 Introduction 
The theory of coordination developed in the previous handout captures the element condition as symmetry 
between conjuncts requires identical sets of licensing selectional requirements.  
 

(1) In a coordinate structure, each conjunct must have the same set of unsatisfied licensing 
selectional requirements as its mother. 

 

(2) Coordinate Structure Constraint (Ross 1967, Grosu 1973, De Vries 2017) 
 a. The Conjunct Constraint: Conjuncts cannot be moved. 
 b. The Element Constraint: Movement out of a coordinate structure is possible only if the 

moved category binds a trace in each conjunct. 
 

(3) a. The madrigals which1 Henry [[sings t1] and [listens to t1]] are mostly Venetian. 
 b.  *The lute which1 Henry [[plays t1] and [sings madrigals]] is warped. 
 c.  *The madrigals which1 Henry [[plays the lute] and [sings t1]] sound lousy.  
 

Ross (1967: 168) already observed that there are apparent counterexamples to the CSC: 
 

(4) Here’s the whisky which1 I [[went to the store] and [bought t1]]. 
 

Ross further points out that non-ATB extraction requires a specific asymmetric interpretation of the coor-
dinate structure (see also Lakoff 1986). Here, the first conjunct must describe an event that facilitates the 
event described by the second conjunct. 
 

(5) a. *Here’s the whisky which1 I [[bought t1] and [went to the store]]. 
 b. The madrigals which1 Henry [[listens to t1] and [sings t1]] are mostly Venetian. 
 

Interpretive accounts assume that examples like 4 involve standard coordination and that non-ATB extraction 
is possible under specific interpretive conditions (Lakoff 1986, Deane 1991, Na & Huck 1992, Kehler 2002, 
Chaves 2012, Kubota & Lee 2015). Syntactic accounts assume that examples like (4) have a syntactic structure 
distinct from standard coordination, a structure that permits non-ATB extraction (Ross 1967, De Vos 2009, 
Weisser 2015, Bošković 2020).  

Ross argued that in (4) the second conjunct starts out as a rationale clause. Given that English per-
mits extraction from rationale clauses, as shown in (6), the acceptability of (4) follows. 
 

(6) Here’s the whisky which1 I [[went to the store] [to buy t1]].  
 

This proposal can be updated by saying that the second part of an asymmetric coordination is not a conjunct, 
but an adjunct (see Brown 2017).  

Extraction asymmetries show that the apparent right conjunct in examples like (4) is indeed an ad-
junct. The argument is based on eight experiments. Three experiments (IA, IIA and IVA) and a follow-up 
study (III) explore extraction from asymmetric coordination. Three additional experiments explore extrac-
tion from structures containing rationale clauses (IB, IIB, and IVB). A further experiment shows that the 
observed asymmetries cannot be ascribed to length of movement (V). 

We leave type B and type C coordination for future research. We also put aside instances of contig-
uous coordination (e.g. he sat and drank whisky; Carden & Pesetsky 1977, De Vos 2005, 2007, Wiklund 2007, 
Brown 2017). 
 

(7) A coordinate structure allows non-ATB extraction iff it denotes a sequence of events which 
fits normal conventionalized expectations (TYPE A), runs counter to conventionalized ex-
pectations (TYPE B), or is causative in nature (TYPE C). 
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(8) a. [How much]1 can you [[drink t1] and [not end up hung-over]]? 
 b. [Which shoes]1 did Terry [[run in t1] and [hurt her knee]]? 
 

4.2 Background and predictions 
4.2.1 Three arguments against the adjunction account 
Schmerling (1972) showed, based on contrasts like 9, that type A coordinations cannot be derived from 
structures containing rationale clauses. Note, however, that this does not show that the apparent second 
conjunct in a type A coordination is not an adjunct. 
 

(9) a. I went to the store to buy some whiskey, but I bought Ripple instead. 
 b. *I went to the store and bought some whiskey, but I bought Ripple instead. 
 

Kehler (2002) argued that asymmetric coordination does not satisfy a basic test for subordination. Unlike 
subordinate clauses, the second conjunct in an asymmetric coordinate structure cannot be fronted: 
 

(10) a. John went to the store and bought some whisky.  
 b. *And bought some whisky, John went to the store. 
 

The argument is not conclusive, as there are other adjuncts that resist fronting. Absent a theory of contrasts 
like those in (12) and (13), it cannot be decided whether (10b) violates the CSC or involves an unfrontable 
adjunct. 
 

(11) a. We will provide you with a laptop, so (that) you can make the most of your time here. 
 b. So (that) you can make the most of your time here, we will provide you with a laptop. 
 

(12) a. You never collected your new laptop, so (that) you couldn’t do your work. 
 b. *So (that) you couldn’t do your work, you never collected your new laptop.  
 

(13) a. This analysis is problematic, in that it relies on numerous stipulations. 
 b. *In that it relies on numerous stipulations, this analysis is problematic. 
 

Lakoff (1986) noted that there can be more than two conjuncts in asymmetric coordinate structures. 
 

(14) This is [the cake]1 that Harry [went to the store], [bought t1], [loaded t1in his car],  
 [came home], and [put t1 in the fridge]. 
 

In (14), extraction is from the second, third and fifth conjuncts. Lakoff suggests that this is problematic on 
the standard version of the CSC and a syntactic approach to asymmetric coordination. It is neither com-
patible with an analysis of (14) in which the five conjuncts form a single coordinate structure, nor with an 
analysis in which the four noninitial conjuncts are treated as adjuncts. However, Weisser (2015) argues that 
(14) can be understood if analyzed as a coordination with three terms: 
 

(15) This is [the cake]1 
that Harry 

 [went to the store], [bought t1]  
 [loaded t1 in his car] 
 [came home] and [put t1 in the fridge]. 
 
 

(16) 
This is [the cake]1 
that Harry 

 [went to the store] [to buy t1]  
 [loaded t1 in his car] 
 and [came home] [to put t1 in the fridge]. 
 

CSC violations are predicted if any of the gaps in (14) is filled. This effect is indeed found (judgments based 
on a questionnaire study, n=16; see also Kehler 2002 and Bošković 2020): 
 

(17) a. This is the cake that Harry [went to the store, bought t], [loaded t in his car], [came 
home and put t in the fridge]. (3.44 out of 5) 

 b. *This is the cake that Harry [went to the store, made his purchase], [loaded t in his car], 
[came home and put t in the fridge]. (1.81) 

 c. ??This is the cake that Harry [went to the store, bought t], [loaded the box in his car], 
[came home and put t in the fridge]. (2.13) 
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 d. *This is the cake that Harry [went to the store, bought t], [loaded t in his car], [came 
home and put the box in the fridge]. (1.81) 

 

(18) a. This is the cake that Harry [went to the store to buy t], [loaded t in his car], and [came 
home to put t in the fridge]. (4.4) 

 b. *This is the cake that Harry [went to the store to make his purchase], [loaded t in his car], 
and [came home to put t in the fridge]. (2.12) 

 c. ??This is the cake that Harry [went to the store to buy t], [loaded the box in his car], and 
[came home to put t in the fridge]. (2.68) 

 d. ??This is the cake that Harry [went to the store to buy t], [loaded t in his car], and [came 
home to put the box in the fridge]. (2.56) 

 

Thus, Lakoff’s (1986) argument from examples like (14) is less strong than it appears. Note, though, that 
(14) contains only one coordinator, while one would expect two additional coordinators. We cannot address 
this issue here and leave it as a potential problem for the syntactic account. 
 

(19) This is [the cake]1 that Harry [[went to the store] and [bought t1]], [loaded t1in his car], and 
[[came home] and [put t1 in the fridge]]. 

 

4.2.2 Extraction asymmetries 
Movement is subject to island constraints. As an example, compare wh-extraction from the subject of a 
finite clause with wh-extraction from the object: 
 

(20) a. Who did you meet [a friend of tWH] at the airport? 
 b. *Who did [a friend of tWH] meet you at the airport? 
 

The classical view is that islands are syntactic (Ross 1967; Chomsky 1973, 1977, 1986, 1995). Alternative 
approaches treat islands as semantic (Erteschik-Shir 1973, Kuno 1987, Goldberg 2006, Ambridge et al. 
2014) or processing phenomena (Deane 1991, Kluender 1991, Hofmeister & Sag 2010). This debate is not 
immediately relevant here. For concreteness’ sake, we will assume the classical view. 

The literature identifies several factors that determine acceptability of extraction from adjuncts. The 
first is height of attachment (VP-internal/external; Huang 1982, Chomsky 1986, Truswell 2011). 
 

(21) a. They1 were too angry [PRO1/2 to hold the meeting]. 
 b. [Which meeting] were they too angry [PRO1/*2 to hold twh]? 
 

(22) a. We should [meet the students in Caroline’s room]. 
 b. [In whose room]1 should we meet the students t1? 
 c. ?[Whose room]1 should we meet the students [in t1]?  
 

(23) a. We should [meet the students] in Caroline’s opinion. 
 b. [In whose opinion]1 should we meet the students t1? 
 c. *[Whose opinion]1 should we meet the students [in t1]? 
 

A second factor concerns the displaced category. While complements allow extraction of arguments and 
adverbials, adjuncts only marginally allow extraction of arguments and block extraction of adverbials alto-
gether (Lasnik and Saito 1984, 1992; Chomsky 1986; Cinque 1990; Borgonovo 1994; Postal 1998; Szabolcsi 
2006; Truswell 2011). Thus, (VP-internal) adjuncts are selective islands (see Szabolcsi 2006 and Abrusán 2014 
for discussion and references).  
 

(24) a. She wanted [to measure the distance between A and B with a high level of accuracy]. 
 b. [What distance]1 did she want [to measure t1 with a high level of accuracy]? 
 c. [With what level of accuracy]1 did she want [to measure the distance between A and B 

t1]? 
 

(25) a. She went out [to measure the distance between A and B with a high level of accuracy]. 
 b. ?[What distance]1 did she go out [to measure t1 with a high level of accuracy]? 
 c. *[With what level of accuracy]1 did she go out [to measure the distance between A and 

B t1]? 
 



 46 

A third factor is the nature of the verb that heads the host structure. We will explore this later. 
 

4.2.3 The adjunction account and its predictions 
We claim that the second conjunct in an example like (4) is a VP-internal adjunct. An open question is what 
counts as VP-internal. We assume that categories adjoined to VP are VP-external (May 1985, Chomsky 
1986), and so transparent adjuncts are attached lower, as in 26a. Alternatively, attachment to VP (as in 26b) 
could be deemed low enough for transparency (Altshuler & Truswell 2022). 
 

(26) a. 

 
 b. 

 
 

Given that the apparent right conjunct is analyzed as an adjunct, it should marginally permit extraction of 
arguments and to block extraction of modifiers. Given that the apparent left conjunct is analyzed as the 
main predicate, it should freely permit extraction of both arguments and modifiers. Thus, we predict an 
interaction between the extraction domain (left vs. right conjunct) and the extracted category (argument vs. mod-
ifier). N.B.: many existing analyses of type A coordination allow extraction from the right conjunct but rule 
out or render marked extraction from the left conjunct (Deane 1991; Na & Huck 1992; Kehler 2002; De 
Vos 2005, 2009; Weisser 2015; Bošković 2020). 

A third prediction concerns the predicate that heads the left conjunct. On the adjunction analysis, 
the right conjunct must be classified as subject-oriented. This is relevant because it has been claimed that 
extraction from subject-oriented depictives improves if the matrix verb is unaccusative, as opposed to tran-
sitive (Borgonovo 1994, Cormack & Breheny 1994, Borgonovo & Neeleman 2000, Fábregas & Jiménez-
Fernández 2016). 
 

(27) a. John1 killed Bill [thinking about Mary]1. 
 b. *Who did John1 kill Bill [thinking about]1? 
 c. Bill1 died t1 [thinking about Mary]1. 
 d. ?Who did Bill1 die t1 [thinking about]1? 
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Thus, it is predicted that the nature of the predicate in the left conjunct will affect the acceptability of 
extraction from the right conjunct to the same extent as the nature of the main predicate affects extraction 
from a subject-oriented adjunct. 

There are good reasons to investigate the influence of the predicate. Type A coordination is felicitous 
with a motion verb accompanied by a directional modifier in the left conjunct (Ross 1967, Schmerling 1972, 
Lakoff 1986, Deane 1991, De Vos 2005, Weisser 2015). Such predicates are unaccusative (Hoekstra 1984, 
Levin and Rappaport Hovav 1995). It is controversial, however, whether the verb in the left conjunct can 
be transitive (Schmerling 1972, Weisser 2015 vs. De Vos 2005, Brown 2017) 

If the predicate effect is real, there is a question of what explains it. We discuss this later. 
 

4.3 The predicate effect and the extraction domain effect 
4.3.1 Information relevant to all experiments 
In what follows, we report on eight experiments that suggest that type A coordination is adjunction. 
• For each experiment, we recruited eighty self-reporting native speakers of English through Prolific.  
• All experiments involved acceptability judgement tasks created and conducted using Gorilla. Participants 

were asked to indicate the acceptability of items on a seven-point Likert scale.  
• We transformed raw acceptability scores into z-scores and ran a linear mixed-effects model on the re-

sulting data, using R’s lme4 package. Models included random intercepts for both subject and item. We 
also included by-subject random slopes for fixed effects and their interaction, unless the model failed to 
converge, in which case we removed the by-subject random slope for the interaction. 

• The lmerTest package was used to calculate t-statistics and p-values based on Satterthwaite’s approxi-
mation. Post-hoc pairwise comparisons were conducted using the emmeans package.  

• Six of our experiments were coupled: each item in the experiment exploring extraction from type A 
coordination formed a minimal pair with its counterpart in the experiment on extraction from structures 
containing rationale clauses. We ran a correlation analysis on the results of these coupled experiments 
to determine whether the acceptability of extraction from a structure containing a rationale clause was 
a good predictor of the acceptability of extraction from type A coordination.  

 

4.3.2 Experiments IA and IB 
We claim that in type A coordination extraction from the second conjunct is possible because this conjunct 
is a low adjunct. Exp. IA tests two predictions that follow from this. 
• If the right conjunct is an adjunct, it is a subject-oriented adjunct. Extraction from such adjuncts is fa-

cilitated by the matrix verb being unaccusative. Thus, argument extraction from the right conjunct 
should be sensitive to the nature of the verb in the left conjunct (PREDICTION 1).  

• If the right conjunct is an adjunct, the left conjunct is the matrix VP. A matrix VP is transparent for 
extraction, while low adjuncts are selective islands. Thus, argument extraction from the left conjunct 
should be better than argument extraction from the right conjunct (PREDICTION 2).  

These predictions presuppose that the predicate effect and the extraction domain effect are real in uncon-
troversial adjunction structures. Exp. IB therefore tests parallel predictions pertaining to structures con-
taining (subject-oriented) rationale clauses. 
• Argument extraction from a (subject-oriented) rationale clause should be sensitive to the nature of the 

matrix verb (PREDICTION 1’).  
• Argument extraction from the matrix VP should be better than argument extraction from a rationale 

clause (PREDICTION 2’). 
• There should be a highly positive correlation between the results of experiments IA and IB (PREDIC-

TION 3). 
Exp. IA had a 2×2 factorial design in which we manipulated two factors: VERB CLASS (motion vs. transitive 
verb) and GAP POSITION (left vs. right conjunct). Exp. IB had a similar design, with VERB CLASS (motion 
vs. transitive verb) and GAP POSITION (matrix clause vs. adjunct) as the factors manipulated. In the motion 
verb condition, we used predicates that express directed motion. In the transitive verb condition, we used 
verbs with an object understood as instrumental for the event described by the second conjunct (in exp. 
IA) and the rationale clause (in exp. IB). 
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A set of sample test items is given below (L/R=extraction from Left/Right conjunct; M/T=Mo-
tion/Transitive predicate; Mx/Adj=extraction from Matrix VP/Adjunct VP). The bracketed sentences 
were given as context to make sure that participants construed the test items as intended. 
 

(28) [Ali travelled to Kinshasa in order to fight the heavyweight champion.] 
 a. What city did Ali travel to and fight the heavyweight champion? (L | M) 
 b. What boxer did Ali travel to Kinshasa and fight? (R | M) 
 

(29) [Ali put on his favourite gloves in order to fight the heavyweight champion.] 
 a. What gloves did Ali put on and fight the heavyweight champion? (L | T) 
 b. What boxer did Ali put on his favourite gloves and fight?  (R | T) 
 

(30) [Ali travelled to Kinshasa in order to fight the heavyweight champion.] 
 a. What city did Ali travel to in order to fight the heavyweight champion? (Mx | M) 
 b. What boxer did Ali travel to Kinshasa in order to fight? (Adj | M) 
 

(31) [Ali put on his favourite gloves in order to fight the heavyweight champion.] 
 a. What gloves did Ali put on in order to fight the heavyweight champion? (Mx | T) 
 b. What boxer did Ali put on his favourite gloves in order to fight? (Adj | T) 
 

For each experiment, we created twelve sets of test items, and so there were forty-eight test items in total 
(twelve sets × four conditions). The experiments had a Latin square design with four lists that contained 
four practice items, twelve test items, and twenty-four fillers. Non-test items were pseudorandomized per 
participant, with the test items interspersed with fillers.  

A linear mixed effect model was fitted to the results of exp. IA, with VERB CLASS, GAP POSITION, 
and their interaction as fixed effect predictors. It revealed a significant main effect of VERB CLASS 
(Est.=0.80, SE=0.06, t=12.64, p<.001), reflecting the fact that motion verbs facilitated extraction from 
both the right conjunct (Est.=0.35, SE=0.06, t=5.48, p<.001) and the left conjunct (Est.=0.80, SE=0.06, 
t=12.64, p<.001). 

We also observed a significant main effect of GAP POSITION (Est.=–0.61, SE=0.06, t=–9.15, 
p<.001): for both verb classes, extraction from the right conjunct was rated lower. Pair-wise comparisons 
show the effect to be stronger in the motion verb condition (Est.=0.61, SE=0.06, t=9.15, p<.001) than 
with transitive verbs (Est.=0.15, SE=0.06, t=2.32, p<.05), resulting in a significant interaction between GAP 
POSITION and VERB CLASS (Est.=0.45, SE=0.09, t=5.07, p<.001).  
 

 

A linear mixed effect model with VERB CLASS, GAP POSITION, and their interaction as fixed effect predictors 
was also fitted to the results of exp. IB, showing significant main effects of VERB CLASS (Est.=0.62, 

 

 
Figure 1: Mean acceptability by condition (z-scores; GAP 

POSITION × VERB CLASS) in exp. IA 
Figure 2: Mean acceptability by condition (z-scores; GAP 

POSITION × VERB CLASS) in exp. IB 
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SE=0.07, t=8.56, p<.001) and of GAP POSITION (Est.=–0.99, SE=0.06, t=–14.41, p<.001), and a signifi-
cant interaction between VERB CLASS and GAP POSITION (Est.=0.30, SE=0.09, t=3.119, p<.01). 

The VERB CLASS effect is due to motion verbs aiding extraction from both the rationale clause 
(Est.=0.31, SE=0.06, t=4.87, p<.001) and the matrix clause (Est.=0.62, SE=0.07, t=8.56, p<.001). The 
effect of GAP POSITION shows that for both verb classes extraction from the rationale clause scored lower 
than extraction from the matrix clause. Pairwise comparison revealed this contrast to be larger with motion 
verbs (Est.=0.99, SE=0.06, t=14.41, p<.001) than with transitive verbs (Est.=0.68, SE=0.08, t=8.25, 
p<.001). 
 

This resulted in a significant interaction between the 
two factors. However, the effect was smaller than in 
exp. IA. (The difference in exp. IB between extrac-
tion from a matrix clause and a rationale clause was 
much sharper in the transitive verb condition than 
the difference in exp. IA between extraction from 
the left and the right conjuncts.) 
 

Given that experiments IA and IB yielded similar re-
sults, it is not surprising that acceptability of extrac-
tion from type A coordinate structures in exp. IA 
and from their rationale clause counterparts in exp. 
IB show a highly positive correlation 
(tau=0.5549645). About 60 % of the variance in the 
acceptability of type A coordination items can be ac-
counted for based on the acceptability of related ra-
tionale clause items (r2=0.6041). This positive corre-
lation is highly significant (t=8.378, df=46, p<.001). 
 

 
 

4.3.3 Discussion 
BASIC PREDICTIONS. The hypothesis that the right conjunct in type A coordination is an adjunct predicts 
a parallel between extraction from type A coordinate structures and extraction from rationale clauses. Ex-
periments IA and IB confirm this parallel.  

In type A coordination, argument extraction from the right conjunct should be sensitive to the nature 
of the verb in the left conjunct (prediction 1). Similarly, argument extraction from a rationale clause should 
be sensitive to the nature of the matrix verb (prediction 1’). Both predictions are borne out.  

In type A coordination argument extraction from the left conjunct should be better than argument 
extraction from the right conjunct (prediction 2). In the same vein, argument extraction from the matrix 
VP should be better than argument extraction from a rationale clause (prediction 2’). Again, both predic-
tions are borne out.  

Finally, there should be a strong positive correlation between the results of experiments IA and IB 
(prediction 3). A highly significant positive correlation was indeed observed. 
 

THEORETICAL INTERPRETATION. Why should the predicate effects exist? 
Subject-oriented secondary predicates are attached higher than object-oriented ones (Williams 1980, 

Rothstein 1983, Demonte 1987, McNulty 1988, Nakajima 1990, Carrier & Randall 1992, Bowers 2001, 
Janke & Neeleman 2012).  
 

(32) a. John1 sketched [the model]2 [nude]2 [drunk as a skunk]2. 
 b. John1 sketched [the model]2 [nude]2 [drunk as a skunk]1. 
 c. John1 sketched [the model]2 [nude]1 [drunk as a skunk]1. 
 d. *John1 sketched [the model]2 [nude]1 [drunk as a skunk]2.  
 

We assume that while object-oriented depictives are attached VP-internally (see 33a), subject-oriented de-
pictives are (typically) adjoined to VP (see 33b). 
 

 

Figure 3: Correlation between the acceptability of items in 
exp. IB and related items in exp. IA 
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(33) a. DP1 V [VP DP2 [tV XP2]] (transitive construction; object-oriented predicate) 
 b. DP1 [VP [VP V DP2] XP1] (transitive construction; subject-oriented depictive) 
 

Explanation: (i) The c-command constraint on predication implies that object-oriented depictives must be 
attached VP-internally, while subject-oriented depictives can be attached either to VP or VP-internally. (ii) 
A locality constraint on predication (c-subjacency; Wiliams 1980) then militates against low attachment of 
subject-oriented predicates (c-subjacency is violated if a maximal projection dominates a secondary predi-
cate but not the associated argument). 

C-subjacency expresses a preference, rather than an absolute requirement, so that subject-oriented 
secondary predicates can be attached VP-internally, but at the cost of reduced acceptability. Prediction 1: 
Extraction from subject-oriented secondary predicates should be worse than extraction from object-ori-
ented secondary predicates, as the latter only allow extraction in their dispreferred attachment site. This has 
been argued to be correct in Brown 2017. Prediction 2: extraction from subject-oriented secondary predi-
cates requires VP-internal attachment. One way to test this is with do so substitution: 
 

(34) [Anthony: John drove Mary crazy talking about etiquette, and Bill did so talking about some-
thing similarly trivial.] 

 a. Bernadette: Oh. (?)What did Bill drive Mary crazy talking about? 
 b. Bernadette: Oh. *What did Bill do so talking about? 
 

In unaccusative and reflexive constructions, it is possible for an apparently subject-oriented secondary 
predicate to be attached VP-internally without violating c-subjacency:  
 

(35) a. DP1 V [VP t1 [tV XP1]] (unaccusative construction, VP-internal predicate) 
 b. DP1 V [VP REFL1 [tV XP1]] (reflexive construction, VP-internal predicate) 
 

This captures the predicate effect. The rationale clauses in exp. IA and the apparent right conjuncts in exp. 
IB are subject-oriented. When the predicate is transitive, VP-internal attachment (necessary for extraction) 
induces a c-subjacency violation. When the predicate is a motion verb, the rationale clauses in exp. IA and 
the apparent right conjuncts in exp. IB can be attached VP-internally without penalty. 
 

AN UNEXPECTED PREDICATE EFFECT. Our results showed a broader predicate effect than expected. In 
experiments IA and IB, the unaccusativity of the predicate in the left domain affected extraction not only 
from the right domain, but also from the left domain itself.  

The effect may partly result from a systematic contrast in extraction sites. In both experiments, ex-
traction from the left domain targeted an object when the predicate was transitive and the complement of 
a preposition when the predicate was unaccusative.  

This cannot be the whole story, though. The improvement observed in type A coordination was 
much larger than that observed in structures with rationale clauses (compare figures 1 and 2). Why? Our 
conjecture is that type A coordination competes in parsing with regular coordination, while there is no 
comparable competing parse in structures with rationale clauses.  

The CSC implies that a deactivated filler must be reactivated when the parser encounters a coordi-
nator (Wagers & Phillips 2009 and Kim et al. 2020). Type A coordinate structures are likely to be analyzed 
as regular coordinations initially. If so, the sequence of operations just described will be triggered when an 
element is extracted from the initial VP, leading to backtracking if it turns out that there is no insertion site 
for a trace in the right conjunct. 

Misanalyzed ambiguities lead to repair whose impact depends on the ease of diagnosis (Fodor & 
Inoue 1994; see Fujita 2021 for recent discussion). We speculate that diagnosis is easier if there is a noni-
somorphic alternative to the incorrect initial parse. Adjunction of a constituent to VP is isomorphic to 
coordination of that constituent with VP, but attachment within VP is not.  

It is here that the nature of the predicate in the first conjunct becomes relevant. Only if that predicate 
is unaccusative, a straightforward alternative attachment site is available for the second conjunct, namely as 
a VP-internal adjunct (see 35a). If the verb in the first conjunct is transitive, VP-internal attachment of the 
second conjunct violates c-subjacency and is hence less accessible. A more serious backtracking effect en-
sues, leading to lower experimental scores. 
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4.4 More on the predicate effect 
4.4.1 Experiments IIA and IIB 
Like motion verbs, posture verbs accompanied by a directional particle (e.g. change-of-state sit down) allow 
an agentive construal while being unaccusative in their syntax (Levin & Rappaport Hovav 1995). Hence, in 
type A coordination, posture verbs should pattern with motion verbs, rather than with transitives, which 
inhibit extraction (see Lakoff 1986; Deane 1991; De Vos 2005, 2009; Weisser 2015). 

We tested this in experiments IIA and IIB. In exp. IIA, VERB CLASS in the left conjunct of a type A 
coordination was a within-subject factor with three values (motion, posture, and transitive). Exp. IIB had 
a parallel design. We manipulated the class of verb in the main clause and tested the acceptability of argu-
ment extraction from a rationale clause. Each test item in exp. IIA constituted a minimal pair with its 
counterpart in exp. IIB. 
 

(36) a.  [John hurried to the airport in order to welcome the guest from Berlin.] 
  What guest did John hurry to the airport and welcome? (motion) 
 b.  [John stood up in order to welcome the guest from Berlin.] 
  What guest did John stand up and welcome? (posture) 
 c.  [John opened the car door in order to welcome the guest from Berlin.] 
  What guest did John open the car door and welcome? (transitive) 
 

(37) a. [John hurried to the airport in order to welcome the guest from Berlin.] 
  What guest did John hurry to the airport in order to welcome? (motion) 
 b. [John stood up in order to welcome the guest from Berlin.] 
  What guest did John stand up in order to welcome? (posture) 
 c. [John opened the car door in order to welcome the guest from Berlin.] 
  What guest did John open the car door in order to welcome? (transitive) 
 

In each experiment, there were thirty-six test items (12 sets ×	3 conditions) distributed across three lists in 
a Latin Square fashion. Each list also contained four practice items and twenty-four fillers. Nonpractice 
items were pseudorandomized per participant. Predictions:  
• In exp. IIA, motion and posture verbs (as compared to transitives) should facilitate extraction from 

the second conjunct in type A coordination (PREDICTION 4).  
• In exp. IIB, motion and posture verbs (as compared to transitives) should facilitate extraction from 

rationale clauses (PREDICTION 4’).  
• Finally, there should be a highly positive correlation between extraction from adjuncts in exp. IIB and 

extraction from the second conjunct in type A coordination in exp. IIA (PREDICTION 5). 
 

The results were largely as expected. Mean accepta-
bility per item in experiments IIB and IIA showed a 
strong positive correlation (r=0.821). About 67% of 
the variance in the acceptability of extraction from 
type A coordination can be accounted for based on 
the acceptability of extraction from rationale clauses 
(r2=0.6652). This correlation is highly significant 
(t=8.399, df=34, p<.001).  

This strong positive correlation would lead 
one to expect that extraction patterns from rationale 
clauses and type A coordination should mirror each 
other in detail. To check this, we consider the results 
of experiments IIA and IIB in more detail, starting 
with the former.  

A linear mixed effects model was fitted to the 
results of exp. IIA with VERB CLASS as a fixed effect 
predictor. The model revealed that extraction from 
the right conjunct of a Type A coordination was eas-
ier when the left conjunct was headed by a motion 

 

Figure 4: Correlation between extraction from rationale 
clauses (IIB) and Type A coordination (IIA) 
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verb (Est.=0.32, SE=0.06, t=4.78, p<.001) or a posture verb (Est.=0.57, SE=0.06, t=8.80, p<.001), as 
opposed to a transitive verb. 

A post-hoc Tukey test revealed significant differences in all pair-wise comparisons (p<.001), which 
indicates that while both motion and posture verbs facilitated extraction, there was a significant difference 
between them: items with posture verbs were on average rated higher than items with motion verbs 
(Est.=0.25, SE=0.05, t=4.33, p<.001).  
 

 

A linear mixed effects model was also fitted to the results of exp. IIB with VERB CLASS as a fixed effect 
predictor. The model revealed that extraction from rationale clauses was easier when the matrix VP was 
headed by a motion verb (Est.=0.32, SE=0.07, t=4.35, p<.001) or a posture verb (Est.=0.38, SE=0.06, 
t=6.16, p<.001), rather than a regular transitive verb. 

A post-hoc Tukey test displayed that there were significant differences between (i) motion verbs and 
nonmotion transitives (p<.001) and (ii) posture verbs and nonmotion transitives (p<.001). However, there 
was no significant difference between motion verbs and posture verbs (Est.=−0.05, SE=0.06, t=−0.86, p 
>.6). 

These findings confirm all predictions tested. In both experiments, we find that extraction from the 
right-hand domain is easier when the verb in the left-hand domain is a motion or posture verb (predictions 
4 and 4’). Thus, there is a highly positive correlation between extraction from rationale clauses and in type 
A coordination (prediction 5). But there is an unexpected wrinkle in the data: posture verbs had a greater 
impact on acceptability than motion verbs in type A coordination. Why? 

Suggestion: participants may occasionally have analyzed type A coordination with posture verbs as 
contiguous coordination (e.g. Amara sat and read a book), which shows no island effects. In exp. IIA, posture 
verbs were often accompanied by just a particle (in line with a claim in De Vos 2005, 2009). Wiklund argues 
that a full directional PP must be included to rule out contiguous coordination.  
 

4.4.2 Experiment III 
To test whether the above suggestion explains the slight discordance between experiments IIA and IIB, we 
conducted a follow-up study to exp. IIA. As before, VERB CLASS was manipulated as a within-subject 
factor with three values (posture, motion, and nonmotion transitive). Most items were recycled from exp. 
IIA. However, posture verbs were accompanied by a directional PP, as in (38). Other than that, the exper-
iment was identical to exp. IIA. 
 

(38) [Sally sat down on her chair in order to sign the contract.] 
 What contract did Sally sit down on her chair and sign? (posture) 
 

 

 
Figure 5: Mean acceptability by VERB CLASS (z-scores) in 

experiment IIA 
Figure 6: Mean acceptability by VERB CLASS (z-scores) in 

experiment IIB 
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A linear mixed effects model was fitted to the results 
of exp. III with VERB CLASS as a fixed effect predic-
tor. It revealed a main effect of VERB CLASS. As 
shown in Figure 7, both posture verbs and motion 
verbs aided extraction from the right conjunct in 
Type A coordination (posture: Est.=0.29, SE=0.05, 
t=5.34, p<.001; motion: Est.=0.26, SE=0.05, 
t=4.65, p <.001).  
 

A post-hoc Tukey test revealed that there were sig-
nificant differences in acceptability between (i) the 
motion and transitive conditions (p<.001) and (ii) 
the posture and transitive conditions (p<.001). How-
ever, as predicted, there was no significant difference 
between the motion and posture conditions 
(Est.=−0.02, SE=0.05, t=−0.05, p >.8). 
 

The results of exp. III thus match the results of exp. 
IIB. Extraction from the right conjunct in type A co-
ordination and extraction from rationale clauses ex-
hibit the same pattern: Posture ≈ Motion > 

Nonmotion Transitive, suggesting that the correlation between extraction from type A coordination and 
extraction from rationale clauses is even stronger in figure 4.  
 

4.5. The extracted category effect 
4.5.1 Experiments IVA and IVB 
VP-internal adjuncts are selective islands: they impose a small penalty on argument extraction and block 
extraction of adverbials and other adjuncts. The hypothesis that type A coordination is adjunction thus 
makes two predictions (tested in exp. IVA): 
• The right conjunct in type A coordination should marginally allow extraction of arguments, but not 

allow extraction of adjuncts (PREDICTION 6).  
• The left conjunct in type A coordination should freely permit extraction of adjuncts as well as argu-

ments (PREDICTION 7).  
This behavior should be mirrored by that of structures containing rationale clauses (tested in exp. IVB): 
• A rationale clause should marginally allow extraction of arguments, but not allow extraction of ad-

juncts at all (PREDICTION 6’).  
• The VP in which the rationale clause appears should freely permit extraction of adjuncts as well as ar-

guments (PREDICTION 7’). 
• There should be a highly positive correlation between the results of experiments IVA and IVB (PRE-

DICTION 8). 
 

Type A coordination  VP containing rationale clause 
 Right Conj. Left Conj.   Adjunct Matrix VP 
Argument ? ✓  Argument ? ✓ 
Adjunct * ✓  Adjunct * ✓ 
 ↑ 

Prediction 6 
↑ 

Prediction 7 
  ↑ 

Prediction 6’ 
↑ 

Prediction 7’ 
Table 1: Predictions of the adjunction analysis 

 

Exp. IVA had a 2×2 factorial design in which we manipulated CONJUNCT (left vs. right) and EXTRACTED 
CATEGORY (argument vs. adjunct). Exp. IVB had a 2×2 factorial design in which we manipulated GAP 
POSITION (matrix clause vs. rationale clause) and EXTRACTED CATEGORY (argument vs. adjunct). Sample 
test items are given in 39 (for exp. IVA) and in 40 (for exp. IVB). Moved adjuncts had unambiguous 
launching sites. To ensure that examples with argument and adjunct extraction were equally complex we 
included an adjunct in conjuncts from which an argument was extracted. 
 

 

Figure 7: Mean acceptability by VERB CLASS (z- scores) in 
experiment III 
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(39) [Ali travelled to Kinshasa on a jumbo jet in order to defeat the heavyweight champion with 
a well-timed right hook.] 

 a. Ken knew the city which Ali travelled to on a jumbo jet and defeated the heavyweight 
  champion. (Left | Argument) 
 b. Ken saw the jumbo jet on which Ali travelled to Kinshasa and defeated the 
  heavyweight champion. (Left | Adjunct) 
 c. Ken knew the heavyweight champion who Ali travelled to Kinshasa and defeated 
  with a well-timed right hook. (Right | Argument) 
 d. Ken noticed the well-timed right hook with which Ali travelled to Kinshasa and 
  defeated the heavyweight champion. (Right | Adjunct) 
 

(40) [Ali travelled to Kinshasa on a jumbo jet in order to defeat the heavyweight champion with 
a well-timed right hook.] 

 a. Ken knew the city which Ali travelled to on a jumbo jet in order to defeat the 
  heavyweight champion. (Matrix | Argument) 
 b. Ken saw the jumbo jet on which Ali travelled to Kinshasa in order to defeat the 
  heavyweight champion. (Matrix | Adjunct) 
 c. Ken knew the heavyweight champion who Ali travelled to Kinshasa in order to defeat 
  with a well-timed right hook. (Rationale | Argument) 
 d. Ken noticed the well-timed right hook with which Ali travelled to Kinshasa in order  
  to defeat the heavyweight champion. (Rationale | Adjunct) 
 

For each experiment, we created twelve sets of four test items distributed across four lists along with four 
practice items and twenty-four fillers. Nonpractice items were pseudorandomized per participant. 

A linear mixed effects model was fitted to the results of exp. IVA, with CONJUNCT, EXTRACTED 
CATEGORY and their interaction as fixed effect predictors. It revealed a main effect of CONJUNCT 
(Est.=0.86, SE=0.08, t=10.715, p <.001) – extraction from the left conjunct scored much higher than 
extraction from the right conjunct, with both adjuncts (Est.=0.86, SE=0.08, t=10.71, p<.001) and argu-
ments (Est.=0.23, SE=0.07, t=2.92, p<.01). 

EXTRACTED CATEGORY did not have a significant effect (Est.=−0.10, SE=0.06, t=−1.576, p>.1), 
but there was a highly significant interaction between CONJUNCT and EXTRACTED CATEGORY (Est.=0.62, 
SE=0.11, t=5.70, p <.001). In the right conjunct condition, adjunct extraction scored much lower than 
argument extraction (Est.=−0.52, SE=0.08, t=−6.06, p<.001). The left conjunct condition showed no sig-
nificant difference (Est.=0.10, SE=0.06, t=1.57, p>.1).  
 

 

 

 
Figure 8: Mean acceptability by condition (z-scores; CONJ. × 

EXTR. CATEGORY) in exp. IVA 
Figure 9: Mean acceptability by condition (z-scores; GAP 

POS. × EXTR. CATEGORY) in exp. IVB 
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A linear mixed effects model was also fitted to the results of exp. IVB, with GAP POSITION, EXTRACTED 
CATEGORY and their interaction as fixed effect predictors. It revealed a main effect of GAP POSITION 
(Est.=1.19, SE=0.07, t=15.506, p<.001) – extraction from the matrix clause scored much higher than ex-
traction from a rationale clause both with adjuncts (Est.=1.19, SE=0.07, t=15.50, p<.001) and arguments 
(Est.=0.70, SE=0.07, t=9.14, p<.001). 

EXTRACTED CATEGORY did not have a significant effect (Est.=0.03, SE=0.07, t=0.43, p>.6), but 
there was a highly significant interaction between GAP POSITION and EXTRACTED CATEGORY (Est.=0.48, 
SE=0.08, t=5.61, p<.001). In the rationale clause condition, adjunct extraction scored much lower than 
argument extraction (Est.=−0.51, SE=0.07, t=−7.25, p<.001). In the matrix clause condition, there was 
no significant difference (Est.=−0.03, SE=0.07, t=−0.43, p>.6). 
 

The acceptability of extraction from Type A coordi-
nation constructions and from rationale clause con-
structions showed a highly positive correlation 
(tau=0.5921986). About 70% of the variance of the 
acceptability of extraction from type A coordination 
can be explained based on the acceptability of extrac-
tion from rationale clauses (r2=0.7078). This result is 
highly significant (t=10.556, df=46, p<0.001). 
 

The observed highly significant correlation confirms 
prediction 8. As per predictions 6 and 6’, adjunct ex-
traction from the right domain in the structures un-
der consideration scored much lower than argument 
extraction. As per predictions 7 and 7’, adjunct and 
argument extraction from the left domain did not 
differ in acceptability. Finally, as predicted, argument 
extraction from the left domain was more acceptable 
than argument extraction from the right domain.  
 

Thus, like rationale clauses, the right conjunct of a 
type A coordination is a selective island. By contrast, 

extraction from the left conjunct is like extraction from a matrix VP in not showing any island effects. 
 

4.5.2 Experiment V  
Our interpretation of the results of experiments IVA and IVB is based on the notion that VP-internal 
adjuncts are selective islands. There is a potential alternative explanation. In acceptability judgment experi-
ments, length of movement is inversely correlated with acceptability (Sprouse et al. 2013, 2016; Kush et al. 
2018). It is conceivable that this effect is stronger for adjuncts than for arguments. If so, the results of 
experiments IVA and IVB could be attributed to this interaction. 

We therefore ran a final experiment to test whether the length effect is indeed stronger for adjuncts 
than for arguments, using clause-internal vs. cross-clausal movement. We expected that the length effect 
does not discriminate between arguments and adjuncts: 
• Both argument and adjunct extraction are more degraded when they cross a clause boundary than 

when they do not (PREDICTION 9).  
• Nonisland clausal boundaries reduce the acceptability of adjunct and argument extraction to the same 

degree (PREDICTION 10).  
If these predictions are correct, the island effect in experiments IVA and IVB must be real.  

The experiment had a 2×2 factorial design in which we manipulated LENGTH (clause-internal move-
ment vs. cross-clausal movement) and EXTRACTED CATEGORY (argument vs. adjunct). We created twelve 
sets of four test items, distributed across four lists in Latin Square fashion. Each list also contained four 
practice items and twenty-four fillers. Nonpractice items were pseudorandomized per participant. Sample 
test items are given in 41. 
 

(41) [Ali defeated the heavyweight champion with a well-timed right hook.] 
 a. Kim said that it was the heavyweight champion that Ali defeated with a well-timed 
  right hook. (Short | Argument) 

 

Figure 10: Correlation between the items in exp IVB and the 
items in exp. IVA 
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 b. It was the heavyweight champion that Kim said that Ali defeated with a well-timed 
  right hook. (Long | Argument) 
 c. Kim said that it was with a well-timed right hook that Ali defeated the heavyweight 
  champion. (Short | Adjunct) 
 d. It was with a well-timed right hook that Kim said that Ali defeated the heavyweight 
  champion. (Long | Adjunct) 
 

A linear mixed effects model was fitted to the results 
of the experiment, with LENGTH, EXTRACTED CAT-
EGORY, and their interaction as fixed effect predic-
tors. It showed a significant main effect of LENGTH 
(Est.=−0.39, SE=0.07, t=−5.58, p <.001): long 
movement came at a cost for both argument and ad-
junct extraction (arg: Est.=−0.39, SE=0.07, 
t=−5.58, p<.001; adj: Est.=−0.45, SE=0.07, 
t=−6.31, p<.001). 
 

The effect of EXTRACTED CATEGORY was marginal 
(Est.=0.11, SE=0.06, t=1.96, p<.1). While adjunct 
clefting may be slightly easier than argument clefting, 
the contrast did not reach significance. 
 

No interaction was found (Est.=−0.05, SE=0.08, 
t=−0.65, p>.5): long movement reduces the accept-
ability of argument and adjunct extraction equally. 
Indeed, in the long movement condition there was 
no difference between the two (Est.=−0.06, SE= 
0.06, t=−1.06, p>.2). 
 

Exp. V thus confirmed predictions 9 and 10: longer movements were rated lower, but this effect did not 
discriminate between argument and adjunct extraction. Hence, the results of experiments IVA and IVB 
cannot plausibly be ascribed to a discriminating length effect. They rather show that the right extraction 
domains in these experiments (right conjunct and rationale clause) are selective islands. 
 

4.6 General discussion 
We now return to the question whether CSC exceptions like type A coordination should receive a syntactic 
or an interpretive account. Our first claim: 
 

A. There is an empirical parallel between extraction from structures containing rationale clauses 
and extraction from type A coordinate structures. 

 

The interpretive accounts in Deane 1991, Na & Huck 1992, and Kehler 2002 and the syntactic accounts in 
De Vos 2005; 2009, Weisser 2015, and Bošković 2020 incorrectly predict that extraction from the left con-
junct is harder than extraction from the right conjunct. Our second and third claims:  
 

B.  Like rationale clauses, the apparent right conjunct in a type A coordination is an adjunct. 
 

C.  Like transparent rationale clauses, the apparent right conjunct in a type A coordination is an 
adjunct attached VP-internally. 

 

Claim C is not the only option. Altshuler and Truswell (2022) assume that categories adjoined to VP can 
be transparent for extraction of arguments. This allows them to analyze type A coordination as adjunction 
of the second conjunct to (rather than within) the first conjunct.  

Should the acceptability of extraction from type A coordination be explained by assuming a structure 
distinct from regular coordination or by relying on its asymmetric interpretation?  
• Claim C necessitates a syntactic account of type A coordination. 
• Claim B is compatible with an interpretive account of type A coordination (if claim C is rejected). Munn 

(1993) proposes an analysis of regular coordination as rightward adjunction (see also Bošković & Franks 
2000, Hartmann 2000, and Zhang 2010). Hence, if Munn is right, an interpretive explanation would be 

 

Figure 11: Mean acceptability by condition (z-scores; 
LENGTH × EXTR. CATEGORY) in exp. V 
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required for CSC exceptions, as in Altshuler & Truswell 2022.  
 Acceptance of claim B under rejection of claim C is also compatible with a syntactic account of 
type A coordination. If type A coordination receives a Munn-style analysis, regular coordination must 
be assigned one of various competing analysis. 
 Thus, if claim C turns out to be incorrect, while claim B is confirmed, the choice is between a 
syntactic account of type A coordination and an interpretive account in which both type A coordination 
and regular coordination are adjunction structures. Which account is right must then be decided based 
on the properties of regular coordination. We have argued in section 2 that a Munn-style analysis of 
coordination cannot be correct. 

• If both claim B and claim C are rejected, so that type A coordination is not adjunction, the empirical 
parallel with rationale clauses must presumably be explained in terms of the shared semantic properties 
of the two structures. Currently, no theories are available that can capitalize on this parallel, so a purely 
semantic account must remain a promissory note. 
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5. Compactness is linear 
The OV/VO parameter seems to be connected the availability of scrambling, creating a pattern (word order 
is freer before the verb than after it) that contrasts with the Universal 20 generalization (word order is rigid 
before the noun and variable after it). We propose an analysis based on three core assumption three as-
sumptions: (i) a separation of the argumental and adverbial hierarchies, (ii) a constraint on linearization in 
the VP, and (iii) a version of case adjacency. 
 

This section is based on Janke, V., and A. Neeleman (2012). Ascending and Descending VPs in English. 
Linguistic Inquiry 43: 151-190; Neeleman, A., and A. Payne (2020a). PP Extraposition and the Order of 
Adverbials in English. Linguistic Inquiry 51: 471–520; and Neeleman, A., and A. Payne (2020b). On Matrix-
Clause Intervention in Accusative-and-Infinitive Constructions. Syntax 23: 1–41. 
 

5.1 The problem 
The aim of this final section is to develop an analysis of VP in which certain differences between Dutch 
and English fall out from the XV/VX parameter. Starting point is the observation that Dutch allows ad-
verbs to surface between the verb and its internal arguments, while such adverbial intervention is prohibited 
in English:  
 

(1) a. Ava heeft ⟨snel⟩   Carlos ⟨snel⟩   het boek ⟨snel⟩   gegeven ⟨*snel⟩. Dutch 
  Ava has     quickly Carlos    quickly the  book   quickly given          quickly 
 b. Ava has ⟨quickly⟩ given ⟨*quickly⟩ Carlos ⟨*quickly⟩ the book ⟨quickly⟩. 
 

The contrast extends beyond Dutch and English. All known SOV languages with preverbal adverbs allow 
adverbial intervention. The picture for SVO languages is less clear, as verb movement may result in S-V-
Adv-O order. However, on closer inspection compactness (to use Haider’s (2005, 2014) term) is well moti-
vated for SVO languages. Suppose that the verb moves and there are no adverbial positions between its 
trace and the object. Then, if two adverbs intervene between the verb and the object, the higher adverb 
must precede the lower adverb. By contrast, if there were adverbial positions between V and O, an inter-
vening higher adverb should be able to follow an intervening lower one, whether the verb moves or not: 
 

(2) a. [S [V [Adv2 [Adv1 [tV O]]]]] 
 b. *[S [[[V Adv1] Adv2] O]] 
 

The following data thus confirm that Czech, even though it permits adverbial intervention, has a compact 
VP: 
 

(3) a. Petr          si      přečetl ⟨znovu⟩ třikrát   ⟨*znovu⟩ dopis. Czech (Jiri Kaspar, p.c.) 
  Peter.NOM REFL read       again     three-times again     letter.ACC 
  ‘Peter again read the letter three times.’ (again > three times) 
 b. Petr          políbil ⟨?včera⟩  pomalu ⟨*včera⟩   Marii. 
  Peter.NOM kissed     yesterday slowly        yesterday Mary.ACC 
  ‘Yesterday Peter kissed Mary slowly.’ (yesterday > slowly) 
 

In my assessment, the contrast between Dutch and English extends to many other SOV and SVO languages 
and is at least correct as a statistical approximation. 
 The Dutch pattern is easy to explain under the proposal that syntactic dependencies are established 
through percolation and satisfaction of a selectional requirement. An analysis as in (4) captures core prop-
erties of neutral scrambling in Dutch, in particular the fact that it has A-properties (Huybregts and Van 
Riemsdijk 1985, Vanden Wyngaerd 1989, Neeleman 1994), does not reconstruct for scope (VandenWyn-
gaerd 1989, Zwart 1993, Neeleman 1994) and does not lead to reactivation of the scrambled category in 
cross-modal priming experiments (Van de Koot et al. 2015). 
 

(4)            V [θ#] 
   3 
DP               V [θ] 
 3 
         AdvP												V [θ] 
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A semantics of thematic selection compatible with this view of scrambling has recently been developed by 
Büring (2024). 
 Thus, in my view, the issue is how to account for the data in SVO languages. This is all the more 
urgent because the overall pattern seems to be the opposite of what we saw in Universal 20: there is word 
order freedom to the left of the head and strict work order following it. 
 

5.2 Haven’t we already solved this? 
There are two traditional approaches to the English pattern. The first assumes that the verb and its internal 
arguments form a unit that excludes all other material, including adverbs (impenetrability; Chomsky 1965, 
1986). The second approach assumes that the verb must be adjacent to DP objects (case adjacency; Keyser 
1968, Stowell 1981). Both impenetrability and case adjacency rule out adverbial intervention, but… 
• Neither impenetrability nor case adjacency sheds light on the grammaticality of adverbial intervention 

in Dutch (which is then dealt with through a movement operation absent in English, as in Kerstens 
1975, De Haan 1979, Hoekstra 1984, …).  

• Neither impenetrability nor case adjacency can cope with the distribution of very low adverbs, which 
must follow the object in English (Jackendoff 1972).  
o Impenetrability does not allow any adverb incursion into the VP (but such incursion exists).  
o Case adjacency only cares about adverbial intervention. It hence allows low attachment of adverbs 

whether they precede the verb or follow the object (but *[[Adv V] DP] is ungrammatical). 
 

(5) a. Ava heeft ⟨*slecht⟩ Carlos ⟨slecht⟩ behandeld. 
  Ava has        badly    Carlos    badly    treated 
  ‘Ava has treated Carlos badly.’ 
 b. Ava ⟨*badly⟩ treated Carlos ⟨badly⟩. 
 

(6) a. Ava heeft haar kinderen elegant aangekleed. (manner; quality) 
  Ava has    her    children    elegantly dressed 
  ‘Ava has dressed her children elegantly.’ 
 b. Ava heeft elegant haar kinderen aangekleed. (manner; *quality) 
  Ava has    eleganty  her   children     dressed 
  ‘Ava has elegantly dressed her children.’ 
 c. Ava dressed her children elegantly. (manner; quality) 
 d. Ava elegantly dressed her children. (manner; *quality) 
 

(7) [Things are going downhill with John’s company. On Monday, he had to lay off two employees. 
Unfortunately, that turned out not to be enough. (again > 2)]. 

 a. Op dinsdag heeft Jan ⟨opnieuw⟩ twee medewerkers ⟨#opnieuw⟩ ontslagen. 
  on   Tuesday  has    John  again         two    employees             again        fired 
 b. On Tuesday John ⟨again⟩ fired two employees ⟨again⟩. 
 

(8) [Things are going downhill with John’s company. On Monday, he had to lay off ten employees. 
Unfortunately, he forgot to record who exactly he had fired. The next day, it became clear that 
another ten lay-offs were needed. Embarrassingly, John called up some people he had already fired. 
(2 > again)]. 

 a. Op dinsdag heeft Jan ⟨#opnieuw⟩ twee medewerkers ⟨opnieuw⟩ ontslagen. 
  on   Tuesday  has    John     again         two    employees          again        fired 
 b. On Tuesday John ⟨#again⟩ fired two employees ⟨again⟩. 
 

There is consensus that low adverbs should be analyzed as occupying the lowest position in a VP-shell 
structure (XP in (9)) (Larson 1988, Vanden Wyngaerd 1989). If the verb always moves, it also follows that 
preverbal adverbs are attached high. However, as verb movement in general can cross adverbs, it is unclear 
why no adverb can be left-adjoined to either V1 or V2, as shown in (10). 
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(9)          V3  
 3 
V                V2 
           3 
         DP             V1 
                    ru 
                   tV              XP 

 

(10) a. *Ava dressed [V2 her children [V1 twice [V1 tV elegantly]]]. 
 b. *Ava dressed [V2 twice [V2 her children [V1 tV elegantly]]]. 
 c. *Ava has given [V2 Carlos [V1 quickly [V1 tV the book]]]. 
 d. *Ava has given [V2 quickly [V2 Carlos [V1 tV the book]]]. 
 

• Verb movement plus case adjacency straightforwardly rules out (10b) and (10d) (Chomsky 1995, Janke 
and Neeleman 2012). However, case adjacency has nothing to say about (10a) (elegantly does not bear 
case). 

• Haider (2005, 2014) proposed an adjusted version of impenetrability that bans attachment of elements 
in the structure between V and tV (based on the idea that selection requires derivational sisterhood). 
However, floating quantifier can appear VP internally (Maling 1976, Baltin 1995, Janke and Neeleman 
2012). If floating quantifiers are adjuncts (Kayne 1975, Dowty and Brody 1984), this poses a straight-
forward problem.  

 

(11) a. Ava dressed [V2 her children [V1 both [V1 [V1 tV elegantly] on two occasions]]. 
 b. Ava gave [V2 the boys [V1 each [V1 [V1 tV a bag of sweets] twice]]. 
 

5.3 A proposal 
The proposal is based on three assumptions: (i) separate argumental and adverbial hierarchies, (ii) 
a constraint on linearization in the VP, and (iii) a version of case adjacency. 
 

5.3.1 Adverbial intervention 
Consider a Dutch example in which a triadic verb appears in a structure with a temporal and a manner 
adverb. Of the 120 possible orderings of the five preverbal constituents, only ten are grammatical (in the 
absence of contrast): 
 

(12) a. Volgens    mij heeft toen ⟨snel⟩  Ava ⟨snel⟩  de jongens ⟨snel⟩  het boek ⟨snel⟩   gegeven. 
  according.to me  has    then    quickly Ava  quickly the boys        quickly the  book   quickly given 
  ‘I think that Ava quickly gave the boys the book at that point.’  
 b. Volgens    mij heeft Ava toen ⟨snel⟩   de jongens ⟨snel⟩   het boek ⟨snel⟩  gegeven. 
  according.to me   has    Ava  then   quickly the boys        quickly the  book   quickly given 
 c. Volgens    mij heeft Ava de jongens toen ⟨snel⟩   het boek ⟨snel⟩   gegeven. 
  according.to me   has    Ava  the boys       then    quickly the  book   quickly given 
 d. Volgens    mij heeft Ava de jongens het boek toen snel    gegeven. 
  according.to me  has     Ava  the boys       the  book  then  quickly given 
 

Given that the account of Universal 20 yields a strict pre-head order in the case of a single hierarchy of 
elements, the pattern in (12) requires that there are separate hierarchies that respectively regulate the pro-
jection of arguments and the attachment of adverbs (as argued by Bobaljik 1999). 
 

(13) a. S > IO > DO 
 b. Time adverb > Manner adverb 
 

The adverbial hierarchy is presumably grounded in semantics (Ernst 2002, Nilsen 2003). The argumental 
hierarchy presumably results from a (semantically motivated) ordering of θ-roles in the verb (Levin and 
Rappaport Hovav 2005). Thus, (12c), with ‘quickly’ in the lower position, can be assigned the following 
structure:  
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(14)          T [θ1#] 
6 
DPS             V [θ1 θ2#] 
           3 
         DPIO   									V [θ1 θ2] 
                    3 
    AdvPT           V [θ1 θ2 θ3#] 
                  3 
                DPDO           V [θ1 θ2 θ3] 
         3 
                          AdvPM											V [θ1 θ2 θ3] 

 

5.3.2 Canonical Linearization  
I propose that the parameter that distinguishes SOV and SVO languages determines linearization in the 
verb’s selection domain: 
 

(15) XV/VX parameter 
 a. Within V’s selection domain, a node Vi is ordered canonically if the category from which 

it is projected {precedes, follows} its sister. 
 b. V’s selection domain is the minimal subtree that contains all categories selected or li-

censed by V under projection. 
 

The effects of (15) come about through various ordering statements that mention or are sensitive to ca-
nonical order. The simplest such statement directly mentions the categories to be ordered, as in (16). 
 

(16) Any subtree [V2 V1 XP] where XP Î {AdvP, PP, AP, …} is ordered canonically. 
 

As predicted, there is a strong typological correlation between the order of verb and object, the placement 
of (low) adverbs and the placement of adpositional phrases (data in (17) are from Dryer 1991): 
 

(17)  SOV SVO 
 Manner adverb – V 0.91 0.25 
 Adpositional phrase – V 0.90 0.01 

 

DP arguments are not ordered by (16). They are special in having separate systems for selection and licens-
ing. Selection is mediated by θ-theory, while licensing is the subject of case theory. Case licensing is always 
upward but can be initiated by either the licensing head or the case-marked DP (cf. Ackema and Neeleman 
2018). In the first case, the DP must c-command the head, in the second case, the head must c-command 
the DP.  
 

(18) a.           V [CDP#] 
  ru 
DP             V [CDP] 
           ru 
         XP              V [CDP] 

b.          V [CX#] 
 3 
V               … [CX] 
           3 
        DP [CX]       … 

 

The linearization rule for DPs refers to case: nodes in which CDP or CX are satisfied must be ordered ca-
nonically. This is a reformulation of the traditional claim that SVO and SOV languages differ in the direc-
tion of case assignment.  
 

(19) Any subtree [V2 V1 XP] in which V2 contains either CDP# or CX# is ordered canonically. 
 

I will refer to the combination of the XV/VX parameter and the constraints sensitive to it as Canonical 
Linearization (CL). 
 

5.3.3 The Case-First Constraint 
This brings us to the second constraint central to the analysis of compactness – a reformulation of Stowell’s 
(1981) notion of Case Adjacency. However, rather than insisting on adjacency per se, (20) requires that no 
phrase precede a case-marked argument in the string that runs from that argument to the case-marking 
head.  
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(20) Case-First Constraint (CFC) 
 a. A DP argument must be the leftmost phrase in its case domain.  
 b. The case domain of a DP argument consists of that DP and any material that linearly 

intervenes between it and its case licenser. 
 

This has the advantage that the CFC can apply to SOV and SVO languages alike. In SOV languages it 
allows the flexibility inherent in the system to surface. In (21a), the DP’s case domain is ⟨DP⟩, so the DP 
comes first. The same is true of the DP’s case domain in (21b), which is ⟨DP, XP⟩. Thus, both structures 
are ruled in. 
 

(21) a.           V 
  ru 
XP             V [CDP#] 
           ru 
         DP              V [CDP] 

b.           V [CDP#] 
  ru 
DP             V [CDP] 
           ru 
         XP              V [CDP] 

 

In SVO languages, the CFC obscures the flexibility inherent in the system. (21a) has a direct counterpart in 
(22a). (21b), however, has no direct counterpart. (22b) violates the CFC (the DP’s case domain is ⟨XP DP⟩). 
 

(22) a.                    V 
           ru 
          V [CDP#]    XP 
  ru 
V [CDP]       DP 

b. *                V [CDP#] 
          ru 
         V [CDP]      DP 
 ru 
V [CDP]      XP 

 

The linearization problem in (22b) cannot be fixed by simply pivoting the XP out of the way. (23a) does 
not violate the CFC, but it is still ruled out as the linearization of XP is not harmonic (see also section 4). 
 

(23) a. *                V [CDP#] 
          ru 
         V [CDP]      DP 
 ru 
XP             V [CDP] 

b.          V [CX#] 
 3 
V                V [CX] 
           3 
         DP [CX]      V 
                    ru 
                   tV              XP 

 

VP-shell structure in (23b), however, satisfied both CL and the CFC. 
• Linearization is canonical, even though the DP in (23b) precedes the verb’s base position. DP objects 

are subject to (19) (rather than to (16)). Hence, the top node in (23b) must be linearized canonically. 
However, no instance of C is satisfied in the node that immediately dominates the DP, and so the DP 
can be linearized to the left of tV.  

• The structure satisfies the CFC. As the DP’s case is licensed by the verb in its derived position, the 
DP’s case domain consists of just the DP, and hence it is leftmost in its case domain, as required. 

•  Note that CL allows the DP to be placed to the right of tV. However, that linearization violates the 
CFC. The DP’s case domain is the string ⟨XP, DP⟩, in which the DP is preceded by XP. 

 

(24)  *         V [CX#] 
   3 
  V                V [CX] 
            3 
           V               DP [CX] 
   ru 
  tV              XP 

 

Two further analytical details need to be added:  
• Verb movement is self-attachment (Ackema, Neeleman, and Weerman 1993, Koeneman 2000, Horn-

stein and Uriagereka 2002, Bury 2003, Fanselow 2003, Surányi 2005 and Bayer and Brandner 2007). 
This explains why verb movement in (23b) is obligatory. CX needs to be satisfied by a case licensing 
head, which will be absent if the verb does not move.  
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• Case licensing through CX is dispreferred as compared to case licensing through CDP. Hence, a DP 
that introduces CX can only be merged in positions where case licensing through CDP is blocked. No 
VP-shell formation will take place unless a category is attached to the right of V before the DP is 
attached. 

 

5.4 The way the English VP bends 
5.4.1 DP complements  
The system outlined above captures the data discussed in sections 1 and 2. It implies that in Dutch the 
attachment height of adverbs is reflected by (preverbal) linear order: 
 

(25) a.           V 
  ru 
AdvP          V [CDP#] 
           ru 
         DP              V [CDP] 

b.           V [CDP#] 
  ru 
DP             V [CDP] 
           ru 
         AdvP          V [CDP] 

 

In English, structural intervention is possible, but the CFC forces VP-shell formation when a DP argument 
is attached higher than an adverb, so that structural intervention does not lead to linear intervention (Larson 
1988, Vanden Wyngaerd 1989): 
 

(26) a.                    V 
           ru 
          V [CDP#]   AdvP 
  ru 
V [CDP]       DP 

b.          V [CX#] 
 3 
V                V [CX] 
           3 
        DP [CX]       V 
                    ru 
                   tV              AdvP 

 

Evidence for (26a) comes from the stranding of adverbs under VP-fronting and VP-ellipsis (among other 
things): 
 

(27) a. Ava wanted to read the book, and [V read the book] she did yesterday.  
 b. Ava wanted to read the book, and she did so yesterday.  
 

The same constituency tests confirm (26b). Adverbs whose counterpart in Dutch must be attached lower 
than the object, cannot be stranded under VP-fronting and VP-ellipsis: 
 

(28) Ava treated [Carlos [tV badly]]. 
 

(29) a. *Ava wanted to treat Carlos like Carlos had treated her, so [treat Carlos] she did badly. 
 b. *Ava wanted to treat Carlos like Carlos had treated her, so she did so badly.  
 

(30) a. Ava [[dressed her children] elegantly].  (manner) 
 b. Ava [dressed [her children [tV elegantly]]. (quality) 
 

(31) a. Ava wanted to dress her children like she dresses herself,  
  so [V dress her children] she did elegantly.  (manner; *quality) 
 b. Ava wanted to dress her children like she dresses herself,  
  so she did so elegantly. (manner; *quality) 
 

(32) a. John [[fired two employees] again]. (again > 2) 
 b. John [fired [two employees [tV again]].  (2 > again) 
 

(33) a. He fired two employees on Monday, 
  and [V fire two employees] he did again on Tuesday. (again > 2; *2 > again) 
 b. He fired two employees on Monday, 
  and on Tuesday he did so again. (again > 2; *2 > again) 
 

A second consequence of the proposal is that preverbal adverbs must be attached outside the verb’s selec-
tion domain, as within the selection domain CL requires postverbal linearization: 
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(34) a.              V 
     ru 
AdvP               V [CDP#]               
              ru 
             V [CDP]      DP 

b. *                    V [CDP#] 
              ru 
             V [CDP]      DP 
     ru 
AdvP             V [CDP] 

 

This captures the generalization that there is incursion into the English VP by right-attached, but not by 
left-attached adverbs (see the discussion around (5b), (6c)/(6d) or (7b)/(8b)): 
 

(35) a. *Ava badly [treated Carlos]. 
 b. Ava elegantly [dressed her children]. (manner; *quality) 
 c. John again [fired two employees]. (again > 2; *2 > again) 
 

CL has a further consequence. Suppose that an adverb is attached within the lower part of a VP-shell, but 
higher than the lowest position in the structure. As such an adverb is part of the verb’s selection domain, 
it must be linearized to the right of its sister. This is the third key observation from section 2, where I also 
gave some evidence from floating quantifiers that the structure in (36a) exists. 
 

(36) a.          V  
 3 
V                V 
           3 
        DP              V             
                    ru 
                   V             AdvP  
           ru 
          tV              XP 

b. *       V  
 3 
V                V 
           3 
         DP             V             
                    ru 
                 AdvP           V  
                             ru 
                            tV              XP 

 

(37) a. Ava heeft Carlos ⟨twee keer⟩ slecht ⟨*twee keer⟩ behandeld. 
  Ava has    Carlos    two    times  badly      two    times  treated 
  ‘Ava has treated Carlos badly twice.’ 
 b. Ava heeft haar kinderen ⟨twee keer⟩ elegant ⟨*twee keer⟩ aangekleed. (quality) 
  Ava has    her    children      two    times  elegantly    two    times dressed 
 c. Jan  heeft twee werknemers ⟨zojuist⟩ opnieuw ⟨*zojuist⟩ ontslagen. (2 > again) 
  John has    two    employees         just.now again           just.now  fired 
  ‘John has fired two employees again just now.’  
 

(38) a. Ava treated Carlos ⟨*twice⟩ badly ⟨twice⟩. 
 b. Ava dressed her children ⟨*twice⟩ elegantly ⟨twice⟩. (quality) 
 c. John fired two employees ⟨*just now⟩ again ⟨just now⟩. (2 > again) 
 

The analysis extends straightforwardly to double-object and dative constructions. The Dutch double-object 
construction has strict indirect object–direct object order. This suggests that in the verb’s θ-grid the θ-role 
assigned to the direct object is subordinate to the one assigned to the indirect object, as in (14) (this should 
be true in English as well). 
 

(39)  Ava heeft ⟨Carlos⟩ het boek ⟨??Carlos⟩ gegeven. 
  Ava has      Carlos    the  book      Carlos   given 
  ‘Ava has given Carlos the book.’ 
 

In English, VP-shell formation is necessary). (40a) violates the CFC, but (40b) is grammatical. The CFC is 
satisfied if V case-marks DP2 while tV case-marks DP1. CL is satisfied, as the nodes specified [CX#] and 
[CDP#] are linearized canonically. 
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(40) a. *             V [CDP#] 
  ei 
            V [CDP CDP#] DP2 
 ei 
V [CDP CDP] DP1 

b.   V [CX#] 
  ei 
V              V [CX] 
   ei 
          DP2 [CX]             V [CDP#] 
    ei  
   tV [CDP] DP1 

 

A structure with DP1 adjacent to the verb and DP2 adjacent to the verb’s trace violates both CL and the 
CFC if the objects are licensed as in (41b). Hence, DP1 must be licensed by the verb in its derived position, 
while DP2 is licensed by the verb’s trace. Recall, however, that a DP that introduces CX can only be merged 
in positions where case licensing through CDP is blocked. As DP1 can in fact be licensed through CDP, (41b) 
is ruled out as well. 
 

(41) a. *           V [CX#] 
  ei 
V  V [CX] 
   ei 
     V [CDP#]          DP2 [CX] 
  ei   
DP1              tV [CDP] 

b. *           V [CX#] 
  ei 
V   V [CX CDP#] 
              ei 
  V [CX CDP]       DP2 
  ei   
DP1 [CX]           tV [CDP] 

 

The upshot is that English double-object constructions, too, have a strict indirect object–direct object or-
der:  
 

(42) Ava gave ⟨Carlos⟩ the book ⟨*Carlos⟩ 
 

The structure in (40b) is of course not controversial. To begin with, in examples like (43) the direct object 
appears in the scope of the indirect object (Larson 1990, Bruening 2001, Heizmann 2007, Bruening 2019).  
 

(43) I gave a student every book.  (∃ > ∀; *∀ > ∃) 
 

Furthermore, the V-DP2 string does not meet constituency tests: 
 

(44) a. *Ava wanted to [give Carlos something comforting], so give Carlos she did a woolen 
scarf. 

 b. *If Ava [gave Carlos anything], she did so a woolen scarf. 
 c. [Give Carlos ⟨the books⟩] though she may ⟨*the books⟩, it won’t make a difference. 
 

It is predicted that adverbs can appear within the lower part of the shell structure, but they cannot linearly 
intervene between the verb and either of its objects. This yields the pattern that we started out with in (1): 
 

(45) Ava has ⟨quickly⟩1 given ⟨*quickly⟩2 Carlos ⟨*quickly⟩3 the book ⟨quickly⟩4. 
 

Position 1 is available if the adverb is outside the verb’s selection domain. Position 2 violates the CFC. 
Position 3 violates (16) (see (46a)). Position 4 is grammatical and should be parsable with the adverb at-
tached between the two objects (see (46b)). 
 

(46) a. *            V 
  ei 
V                      V [θ#] 
   ei 
 DP2              V [θ] 
               ei 
                       AdvP  V [θ θ#] 
                ei 
    tV [θ θ]            DP1 

b. 
 
             V 
  ei 
V  V [θ#] 
              ei 
 DP2             V [θ] 
   ei 
                        V [θ θ#]          AdvP 
  ei 
 tV [θ θ]             DP1 

 

In Dutch dative constructions, word order is variable. It is not clear to me why this should be, but it suggests 
that the selectional requirement that licenses PP complements is not (necessarily) ordered with respect to 
θ-roles: 
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(47) Ava heeft ⟨aan Carlos⟩ de krant     ⟨aan Carlos⟩ gegeven. 
 Ava has      to    Carlos   the newspaper  to    Carlos   given 
 ‘Ava has given the newspaper to Carlos.’ 
 

(48) a.           V [P#] 
  ru 
PP              V [θ# P] 
           ru 
         DP              V [θ P] 

b.           V [θ#] 
  ru 
DP             V [θ P#] 
           ru 
         PP               V [θ P] 

 

In English dative constructions, word order is strict, but an analysis on a par with Dutch is possible given 
that the CFC triggers VP-shell formation: 
 

(49) Ava gave ⟨*to Carlos⟩ the newspaper ⟨to Carlos⟩. 
 

(50) a.              V [P#] 
  ei 
            V [θ# P]           PP 
 ei 
V [θ P]            DP 

b.                   V  
  ei 
V              V [θ#] 
   ei 
 DP                   V [θ P#] 
    ei  
   tV [θ P]             PP 

 

Given the structural ambiguity in (50), scope should be variable, and the V-DP string should meet constit-
uency tests: 
 

(51) a.  I read a book to every child. (∃ > ∀ <> ∀ > ∃) 
 b. I read every book to a child. (∃ > ∀ <> ∀ > ∃) 
 

(52) a. Ava wanted to read the poems to someone she liked, and [read the poems] she did to 
Carlos. 

 b.  If Ava [read the poems] to anyone, she did so to Carlos. 
 c. [Give the books] though she may to Carlos, it won’t make a difference. 
 

It is also predicted that placement of adverbs in the dative construction is freer than in the double object 
construction. In particular, position 3 should be available on an ascending analysis of the VP (compare 
(45)): 
 

(53) Ava ⟨quickly⟩1 gave ⟨*quickly⟩2 the newspaper ⟨quickly⟩3 to Carlos ⟨quickly⟩4. 
 

(54)                        V [P#] 
                         ei 
                                V [P]                PP 
             ei 
            V [θ# P]          AdvP 
 ei 
V [θ P]            DP 

 
 

5.4.2 Floating quantifiers 
The distribution of floating quantifiers (FQs) supports aspects of the analysis developed above. In both 
Dutch and English, FQs can be analyzed as adjuncts that are linked to an unassigned θ-role (cf. Baltin 1978, 
1982, 1995, Belletti 1982, Bobaljik 1995, Doetjes 1997 and Janke and Neeleman 2012). They are not subject 
to (16) or (19) but are linearized between the recipient of that θ-role and the predicate that introduces it. 
 

(55) a. FQs associate with an unassigned θ-role in the node they combine with. 
 b. FQi is linearized between the predicate that introduces θi and the DP that satisfies θi. 
 

The effects of these requirements in Dutch are straightforwardly. In both (56a) and (56b), position 1 vio-
lates both (55a) and (55b), position 2 meets both (55a) and (55b), and position 3 meets (55a) but not (55b). 
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(56) a. Op maandag hebben ⟨*elk⟩1 de jongens ⟨elk⟩2 hun examen gedaan ⟨*elk⟩3. 
  on   Monday    have          each  the boys         each   their exam     done         each 
  ‘On Monday, each of the boys sat their exam.’ 
 b. Op maandag heb ik ⟨*elk⟩1 de jongens ⟨elk⟩2 gefeliciteerd ⟨*elk⟩3. 
  on   Monday    have I      each  the boys         each  congratulated      each 
  ‘On Monday, I congratulated each of the boys.’ 
 

The example in (56a) is analyzed as below (I am ignoring possible A-movement to the subject position; see 
Williams 1986 and Neeleman and Van de Koot 2010 for an analysis of A-trace as introducing a θ-role 
satisfied by the raised category). 
 

(57)              … [θ#] 
   ei 
DP              V [θ] 
              ei 
 FQi              V [θi θ#] 
                           ei 
             DP               V [θ θ] 

 

In English, the constraints in (55) are unproblematic for subject-oriented FQs: position 1 in (58) violates 
both clauses, position 2 satisfies both, and position 3 satisfies (55a), but not (55b). 
 

(58) On Monday, ⟨*each⟩1 the boys ⟨each⟩2 sat the exam ⟨*each⟩3. 
 

What is striking is that English does not permit the insertion of object-oriented FQs in examples like (59) 
(see Maling 1976). 
 

(59) *On Monday, I ⟨each⟩1 congratulated the boys ⟨each⟩2. 
 

The ungrammaticality of (59) can be accounted for as follows. Position 1 violates both clauses in (55) if 
analyzed as in (65a), and (55b) if analyzed as in (65b). 
 

(60) a. *           V 
  ei 
FQi                   V[θ#] 
              ei 
             V [θi]             DP 

b. *                                V [θ#]            
   ei 
             V [θ]  DP 
  ei 
FQi              V [θi] 

c. *              V 
             ei 
             V [θ#]  FQi 
  ei 
V [θi]             DP 

 

Position 2 violates both clauses in (55) if analyzed as in (60c) above. VP-shell formation does not help. In 
(61a), the FQ is linearized contrary to (55b). In (61b), there is no postverbal category and hence no license 
for shell formation (see section 3.3.3). 
 

(61) a. *           V 
  ei 
V             V[θ#] 
  ei 
          DP  V [θ] 
   ei 
                       tV [θi]               FQi 

b. *           V 
  ei 
V             V[θ#] 
  ei 
           DP  V [θ] 
   ei 
                       FQi                  tV [θi] 

 

This analysis of the ungrammaticality of (59) makes a crucial prediction. An object-oriented FQ can be 
saved if some other element is attached before it in a VP-shell structure. In (62a), low right-attachment of 
the XP triggers VP-shell formation, while left attachment of the FQ satisfies (55b). Note that the saving 
effect of XP relies on it being attached low, in a VP-shell structure. If XP is part of an ascending structure, 
as in (62b), the FQ violates both clauses of (55). 
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(62) a.   V 
  ei 
V             V[θ#] 
  ei 
           DP  V [θ] 
   ei 
                      FQi  V [θi] 
    ei 
   tV [θ]            XP 

b. 
 
*                         V 
   ei 
             V            XP 
  ei 
            V [θ#]            FQ 
 ei 
V [θ]            DP 

 

Maling already observed that object-oriented FQs can be saved by certain elements that follow them. I first 
consider structures in which XP is an adverb. The saving effect is shown in (63): 
 

(63) a. Ava read these papers all *(very carefully). 
 b. Carlos sliced the onions both *(quite thinly). 
 

As predicted, adverbs that must be attached high cannot rescue object-oriented FQs: 
 

(64) a. Ava ⟨probably⟩ didn’t ⟨*probably⟩ read all these papers 
 b. *Ava didn’t read these papers all, probably. 
 c. Carlos ⟨unfortunately⟩ didn’t ⟨*unfortunately⟩ slice both the onions. 
 d. *Carlos didn’t slice the onions both, unfortunately. 
 

The effect is also observable when manner and time adverbs take on the role of savior (see Neeleman and 
Payne 2020a): 
 

(65) a. Ava studied the letters both carefully. 
 b. ??Ava studied the letters both yesterday. 
 

Constituency tests confirm that elements that can normally be stranded under VP-fronting or VP-ellipsis 
can no longer do so if they act as the savior of an object-oriented FQ. 
 

(66) a. Ava promised she would read the two books I sent,  
  and read both books she did carefully. 
 b. Ava promised she would carefully read the two books I sent,  
  and read both books carefully she did. 
 

(67) a. *Ava promised she would read the two books I sent,  
  and read the books <both> she did <both> carefully. 
 b. Ava promised she would carefully read the two books I sent,  
  and read the books both carefully she did. 
 

Further evidence that FQs force a descending structure where an ascending one is normally available comes 
from temporal only. This element must immediately c-command its semantic argument (Barbiers 1995, 
Neeleman and Van de Koot 2021): 
 

(68) Ava heeft pas ⟨*deze problemen⟩ op zondag ⟨deze problemen⟩ (allebei) opgelost. 
 Ava has     only    these  problems       on  Sunday    these  problems         both      solved 
 

This forces high attachment of the temporal PP in examples like (69b). At the same time, the FQ in (69c) 
forces low attachment. It is predicted, then, that (69c) should be ungrammatical.  
 

(69) a. Ava solved these problems both on Sunday. 
 b. Ava only solved these problems on Sunday. 
 c. *Ava only solved these problems both on Sunday. 
 

The analysis predicts the adverbial savior must follow the floating quantifier. The structures in (70) are out 
for the same reason as those in (61), in addition to violating CL.  
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(70) a. *  V 
  ei 
V              V[θ#] 
   ei 
           DP  V [θ] 
   ei 
                       XP  V [θ] 
    ei 
                        FQi                   tV [θi] 

b. * V 
  ei 
V              V[θ#] 
   ei 
            DP  V [θ] 
   ei 
                       XP  V [θ] 
    ei 
                         tV [θi]               FQi 

 

(71) a. *Moira read these papers very carefully all. 
 b. *I sliced the onions quite thinly both.  
 

Similarly, even in the presence of a savior no adverb can surface between the object and the FQ. The node 
dominating AdvP in (72) violates CL. 
 

(72) *  V 
  ei 
V             V[θ#] 
  ei 
           DP  V [θ] 
   ei 
                     AdvP  V [θ] 
    ei 
                       FQi                    V [θi] 
                                                 ei 
                                               tV                     XP 

 

(73) a. Moira read these papers ⟨*twice⟩ all very carefully ⟨twice⟩. 
 b. I sliced the onions ⟨*already⟩ both quite thinly ⟨already⟩. 
 

Although this is not an additional data point (cf. (36)), it is worth pointing out that adverbs following an 
object-oriented FQ must come in ascending order. The reason is familiar: left-attachment of AdvP in (74) 
violates CL.  
 

(74) * V 
  ei 
V             V[θ#] 
  ei 
           DP  V [θ] 
   ei 
                      FQi  V [θi] 
    e|i 
                  ⟨*AdvP⟩       V [θ]  ⟨AdvP⟩ 
                                      ei 
                                     tV                     XP 

 

The argument can be replicated using secondary predicates. These are interesting to consider, as object-
oriented predicates are attached below the object, while subject-oriented predicates (at least in English) are 
adjoined to VP: 
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(75)               T [θ#] 
   ei 
DP                     V [θ3+4] 
               ei 
              V [θ3]               AP [θ4] 
   ei 
 V    V [θ θ#] 
               ei 
 DP               V [θ θ1+2] 
     ei 
    tV [θ θ1]  AP [θ2] 

 

(76) a. *The boys ate the meat drunk raw. 
 b. ?The boys ate the meat raw drunk. 
 c. *The boys painted the barn drunk green. 
 d. ?The boys painted the barn green drunk. 
 

Hence, object-oriented, but not subject-oriented predicates should be able to rescue object-oriented FQs 
(see (62a,b), with XP a predicate). This turns out to be correct (Maling 1976): 
 

(77) a. Ava photographed the boys both dressed in red. 
 b. Ava painted the doors both bright green.  
 

(78) a. *Ava photographed the boys both dressed in red. 
 b. *Ava sat the exams both rather drunk. 
 

Like adverbial saviors, predicates that save an object-oriented floating quantifier cannot precede that ele-
ment (see (70a,b), with XP a predicate), while the FQ cannot be preceded by an adverb (see (62), with XP 
a predicate). 
 

(79) a. *Ava photographed the boys dressed in red both. 
 b. *Ava painted the doors bright green both. 
 

(80) a. Ava photographed the boys ⟨*twice⟩ (both) dressed in red ⟨twice⟩. 
 b. Ava painted the doors ⟨*already⟩ (both) bright green ⟨already⟩. 
 

In Dutch double-object constructions, floating quantifiers can be associated with either object without 
difficulty: 
 

(81) a.  Ava heeft de jongens allemaal een boek gegeven. 
  Ava has    the boys        all          a     book  given 
  ‘Ava had given all the boys a book’ 
 b.  Ava heeft Carlos de boeken allemaal gegeven. 
  Ava has    Carlos  the books     all          given 
  ‘Ava has given Carlos all the books.’ 
 

The prediction for English is that FQs can be associated with indirect objects as a matter of course (the 
direct object acts as savior; see (72) with XP a direct object). However, association with a direct object 
requires a double shell structure with an additional savior (as in (83)). 
 

(82) a. Ava gave the boys both a good talking to. 
 b. *Ava gave Carlos the books both. 
 b. Ava gave Carlos the books both very quietly. 
 c.  Ava gave Carlos the books both covered in dust. 
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(83)              V 
  ei 
V               V [θ#] 
    ei 
  DP               V [θ] 
     ei 
                         tV [θ]                 V [θ#] 
                                       ei 
                                    DP                     V [θ] 
                                                    ei 
                                                 FQi                    V[θi] 
                                                                ei 
                                                              tV [θ]                 XP 

                                                         

In Dutch dative constructions, the DP object can be associated with an FQ irrespective of the position of 
the PP: 
 

(84) a. Ava heeft de gedichten ⟨allebei⟩ aan Carlos ⟨allebei⟩ voorgelezen. 
  Ava has    the poems          both      to    Carlos    both       read 
 b. Ava heeft aan Carlos de gedichten allebei voorgelezen. 
  Ava has    to    Carlos   the poems        both      read 
  ‘Ava read the poems both to Carlos.’ 
 

The prediction for English is that the PP argument can act as a savior for an object-oriented FQ, but only 
if merged low (see (62), with XP a dative PP). The effect was already observed in Maling 1976:  
 

(85) Ava read the poems both *(to Carlos). 
 

Since an FQ associated with the DP argument forces the PP in a low position, constituency tests yield 
different results depending on the presence or absence of an FQ: 
 

(86) a.  If Ava read the poems to anyone, she did so (*both) to Carlos. 
 b. Ava wanted to read the poems to someone she liked, 
  and read the poems she did (*both) to Carlos. 
 c. Give the books (*both) though she may to Carlos, it won’t make a difference. 
 d. Give the books though she may (*both) to Carlos, it won’t make a difference. 
 

As in shell structures, no adverb may appear between the DP argument and the FQ (because that would 
violate CL). However, an adverb can appear between the FQ and the PP. This is because the adverb can act 
as savior, while the PP is attached higher. 
 

(87) a. *           V 
  ei 
V             V[θ#] 
  ei 
           DP             V [θ]  
                         ei 
                     AdvP                  V [θ] 
               ei 
                                  FQi             V [θi] 
                                                 ei 
                                                tV [θ]                 PP 
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 b. 
 
             V 
  ei 
V             V [θ#] 
  ei 
           DP  V [θ] 
   ei 
                      FQi             V [θi] 
                                     ei 
                                    V [θi]                PP 
   ei 
  tV [θ]           AdvP 

 
 

(88) Ava read the poems ⟨*quietly⟩ both ⟨quietly⟩ to Carlos. 
 

5.4.3 PP Complements 
Like DP objects, PP complements in Dutch are freely ordered with respect to adverbs: 
 

(89) Ava heeft ⟨twee weken lang⟩ aan dit probleem ⟨twee weken lang⟩ gewerkt. 
 Ava has      two    weeks   long    on   this problem      two    weeks   long    worked 
 ‘Ava has worked on this problem for two weeks’ 
 

Given that the CFC does not apply to PPs, the alternation between Adv-PP-V and PP-Adv-V in (89) should 
have a direct counterpart in English (see also Stowell 1981): 
 

(90) a.                    V 
           ru 
          V              AdvP 
  ru 
V               PP 

b.                    V 
           ru 
          V               PP 
  ru 
V               AdvP 

 

Of course, an adverb attached higher than the PP complement can also be attached to the left of the verbal 
projection line. Low adverbs, however, are subject to CL and must hence follow V. 
 

(91) a.              V 
     ru 
AdvP               V               
              ru 
             V               PP 

b. *                    V 
              ru 
             V               PP 
     ru 
AdvP             V 

 

Finally, as VP-shell formation is case-driven operation, no shell formation is expected in structures with a 
PP complement.  
 

(92)  *       V  
 3 
V                V 
           3 
       PP                V             
                    ru 
                   tV              AdvP 

 

 

Given the ungrammaticality of (92), the following two predictions should hold: 
 

i. Adverbs that follow a PP complement and preverbal adverbs c-command the PP complement, as in 
(90a) and (91a).  

ii. A PP complement c-command adverbs sandwiched between the verb and the PP complement, as in 
(90b). 

 

These predictions are borne out by the data in (93) and (94).  
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(93) [Participants in the workshop that Suzanne is organizing are unhappy about their accommodation. 
Two approached her with complaints this morning. She spoke with them and offered a partial refund. 
That settled things for them. However, in the afternoon two further participants approached Suzanne 
with complaints. (again > 2)] 

 a. ’s      Middags heeft Suzanne ⟨opnieuw⟩ met twee deelnemers ⟨#opnieuw⟩ gesproken. 
  in.the afternoon  has    Suzanne    again         with two    participants       again        spoken 
 b. In the afternoon Suzanne ⟨again⟩ spoke ⟨#again⟩ with two participants ⟨again⟩. 
 

(94) [Participants in the workshop that Suzanne is organizing are unhappy about the accommodation they 
were given. Ten approached her with complaints this morning. She spoke with them and offered a 
partial refund. That settled things for eight of the ten complainants, However, two were still unhappy. 
In the afternoon, a second group of ten participants approached Suzanne, which included the two 
still-unhappy participants that she spoke to in the morning. (2 > again)]                             

 a. ’s      Middags heeft Suzanne ⟨#opnieuw⟩ met twee deelnemers ⟨opnieuw⟩ gesproken. 
  in.the afternoon  has    Suzanne       again         with two    participants    again         spoken 
 b. In the afternoon Suzanne ⟨#again⟩ spoke ⟨again⟩ with two participants ⟨#again⟩. 
 

The proposal also makes predictions for c-command between adverbs. For non-adjacent adverbs, these are 
given below (prediction (v) comes about because outside the verb’s selection domain linearization of ad-
verbs is variable, so that [AdvP1 [VP AdvP2]] and [[AdvP2 VP] AdvP1] are both permitted structures.)  
 

iii. Preverbal adverbs c-command adverbs sandwiched between the verb and a PP complement.  
iv. Adverbs that follow a PP complement c-command adverbs sandwiched between the verb and a PP 

complement.  
v. Preverbal adverbs can either c-command or be c-commanded by adverbs that follow a PP comple-

ment.  
 

These predictions appear to be correct, as already shown (for the most part) in Neeleman and Payne 2020. 
To begin with, consider again and continuously. Again resists appearing in the scope of continuously: 
 

(95) a. Carlos [again [continuously [relied on his dad]]]. 
 b. *Carlos [continuously [again [relied on his dad]]]. 
 

(96a,b) thus shows that preverbal adverbs are attached higher than adverbs sandwiched between the verb 
and a PP complement (prediction (iii)). (96c,d) shows that adverbs sandwiched between the verb and a PP 
complement are attached lower than adverbs that follow a PP complement (prediction (iv)). (96e) shows 
that preverbal adverbs can c-command adverbs that follow a PP complement; (96f) shows that the reverse 
c-command relation is also possible (prediction (v)). 
 

(96) a. Carlos again relied continuously on his dad. 
 b. *Carlos continuously relied again on his dad. 
 c. Carlos relied continuously on his dad again. 
 d. ??Carlos relied again on his dad continuously. 
 e. Carlos again relied on his dad continuously. 
 f. Carlos continuously relied on his dad again. 
 

The predictions can also be tested using pairs of so-called reversable adverbs: 
 

(97) a. Ava repeatedly knocked accidentally on the door. (repeatedly > accidentally) 
 b. Ava accidentally knocked twice on the door. (accidentally > twice) 
 c. Ava knocked accidentally on the door twice. (twice > accidentally) 
 d. Ava knocked twice on the door accidentally. (accidentally > twice) 
 e. Ava repeatedly knocked on the door accidentally. (ambiguous) 
 f. Ava accidentally knocked on the door twice. (ambiguous) 
 

Finally, since temporal adverbs are attached higher than manner adverbs at the very least as a matter of 
preference (Jackendoff 1972, Cinque 1999 and Ernst 2002), the examples in (98) confirm the three predic-
tions under scrutiny. 
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(98) a. Ava yesterday talked softly to Carlos. 
 b. *Ava softly talked yesterday to Carlos. 
 c. Ava talked softly to Carlos yesterday. 
 d. *Ava talked yesterday to Carlos softly. 
 e. Ava yesterday talked to Carlos softly. 
 f.  Ava softly talked to Carlos yesterday. 
 

Many speakers find (98b) and (98d) degraded even if softly is omitted, suggesting attaching a time adverb 
within the verb’s selection domain leads to reduced grammaticality. That in itself confirms that adverbs 
between the verb and a PP complement are attached lower than adverbs that appear preverbally or follow-
ing a PP complement. 
 

(99) a. Ava talked softly to Carlos. 
 b. ??Ava talked yesterday to Carlos. 
 

Neeleman and Payne (2020) show that PPs can be attached higher than temporal adverbs more easily in 
certain circumstances, e.g. when they function as continuing topics in Lambrecht’s (1994:132) sense. But 
even in these circumstances, the orders in (98b,d) remain unacceptable, in line with predictions (iii) and (iv): 
 

(100) Ava talked yesterday to Carlos, and he told her some news. 
 
(101) a. *Ava softly talked yesterday to Carlos, and he told her some news. 
 b. *Ava talked yesterday to Carlos softly, and he told her some news. 
 

There are three further predictions to consider, which concern adjacent adverbs: 
  

vi. If two adverbs appear preverbally, the leftmost adverb takes scope over the rightmost adverb, (as in 
(102a)).  

vii. If two adverbs appear sandwiched between the verb and a PP complement, the rightmost adverb takes 
scope over the leftmost adverb (as in (102b) with the PP in the highest position).  

viii. If two adverbs follow a PP complement the rightmost adverb takes scope over the leftmost adverb 
(as in (102b) with the PP in the lowest position). 

 

(102) a.             V             
					ru 
AdvP2           V 
             ru 
        AdvP1            V              
                      ru 
                     V               PP 

b.                                                V 
                                       ru 
                                      V              ⟨PP⟩ 
																																		ru 
                             V            AdvP2 
																								ru 
                    V              ⟨PP⟩ 
            ru 
          V             AdvP1 
  ru 
V               ⟨PP⟩ 

 

Prediction (vi) is uncontroversially correct. But this not true of prediction (vii). Pesetsky (1989) and Johnson 
(1991) argue that the V-AdvP-PP order can be derived by (non-case-driven) verb raising, as well as by 
attaching the PP higher than the adverb:  
 

(103) 																		γ 
  wo 
V                        β             
              qgp 
        ⟨AdvP2⟩          α            ⟨AdvP2⟩ 
                 wgo 
           ⟨AdvP1⟩       V        ⟨AdvP1⟩ 
                       ru 
                     tV                PP 
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The verb raising analysis (combined with the option of extraposition) shares predictions (i), (iii), (v), (vi) 
and (viii) with the current proposal. However, it diverges on the remaining three predictions. It predicts 
that… 
 

ii'. An adverbial sandwiched between the verb and a PP complement may c-command the PP com-
plement, or be c-commanded by it if the PP complement is extraposed.  

iv'. An adverb sandwiched between the verb and a PP complement may c-command or be c-com-
manded by an adverb that follows the PP complement.  

vii'. If two adverbs appear sandwiched between the verb and a PP complement, either the rightmost 
adverb takes scope over the leftmost adverb, or the leftmost adverb takes scope over the rightmost 
adverb.  

 

Predictions (ii’) and (iv’) are incorrect. I will now look in more detail at predictions (vii/vii’) and (viii). For 
pairs of temporal and manner adverbs sandwiched between the verb and a PP complement, only ascending 
orders are allowed, in line with prediction (vii). The same restriction holds of such pairs if placed sentence-
finally, in line with prediction (viii): 
 

(104) a. Ava talked ⟨softly⟩ yesterday ⟨*softly⟩ to Carlos, and he told her some news. 
 b. Ava talked to Carlos ⟨softly⟩ yesterday ⟨*softly⟩, and he told her some news. 
 

For pairs of low adverbs, the data are incompatible with either proposal. C-command between the adverbs 
can go either way when they are adjacent (contra predictions (vii) and (viii)) (see also Bobaljik 2017): 
 

(105) a. Carlos knocked ⟨continuously⟩ again ⟨continuously⟩ on the door. 
 b. Carlos knocked on the door ⟨continuously⟩ again ⟨continuously⟩. 
 

(106) a. Carlos knocked accidentally twice on the door. (ambiguous) 
 b. Carlos knocked on the door accidentally twice. (ambiguous) 
 

Rohrbacher (1994), Ackema and Neeleman (2002) and Neeleman and Payne (2020) argue that some ad-
verbs can be modified by certain other adverbs (with the first taking scope over the second). This fixes the 
problem for the verb-in-situ approach: 
 

(107) a.                              V              
																								ru 
                    V             AdvP2 
            ru 
         V               AdvP1 
  ru 
V                PP 

b.                            V              
             wo 
          V                          AdvP1 
  ru              ru 
V                PP      AdvP2         AdvP1 

 c.                             V               
																							ru 
                    V               PP 
            ru 
          V              AdvP2 
  ru 
V              AdvP1 

d.                           V	
               ei  
             V                      PP 
  ei 
V                   AdvP1 
                ru 
            AdvP2        AdvP1 

 

Clefts show that (relevant) low adverbs can cluster, while temporal and manner adverbs cannot. It follows 
that predictions (vii) and (viii) hold for pairs of temporal and manner adverbials, but not for again continuously 
and accidentally twice. 
 

(108) a. *It was yesterday SOFTLY that Ava talked to Carlos. 
 b. It was again CONTINUOUSLY that Carlos knocked on the door. 
 c. It was accidentally TWICE that Carlos knocked on the door. 
 

Furthermore, adverb clustering has interpretative effects that are present in structures that go against pre-
dictions (vii) and (viii).  
 Again triggers a presupposition whose content depends on the material it c-commands. This ex-
plains why (109a) is infelicitous in the context given. If again is attached to continuously, it only triggers the 
presupposition that there was a previous continuous event, explaining the felicity of (109b,c).  
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(109) [After Carlos arrived at the house, he rattled the window continuously and then…] 
 a. #He again knocked ⟨continuously⟩ on the door ⟨continuously⟩. 
 b. It was again continuously that he knocked on the door. 
 c. He knocked ⟨on the door⟩ again continuously ⟨on the door⟩.  
 

Next consider accidentally twice. Accidentally is an adverbial that can associate with a focused constituent in its 
c-command domain (see Williams 2014):  
 

(110) a. Carlos accidentally knocked on the door TWICE. (111a); *(111b) 
 b. Carlos accidentally knocked on the DOOR twice. *(111a); (111b) 
 

(111) a. (i) John gave two knocks on the door; (ii) ∃n, n and alternative to 2, that John intended 
to give n knocks on the door. 

 b. (i) John gave two knocks on the door; ∃a, a an alternative to the door, such that John 
intended to give two knocks on a. 

 

As association with focus is subject to c-command, accidentally in the adverbial cluster accidentally twice must 
associate with twice. Thus, (112a) does not allow the interpretation in (111b). Similarly, (112b) does not allow 
an interpretation in which accidentally takes scope over twice but associates with the door: 
 

(112) a. It was accidentally TWICE that Carlos knocked on the door. (111a); *(111b) 
 b. Carlos knocked accidentally twice on the door. (111a); *(111b) 
 

Thus, adverbial clustering reconciles the verb-in-situ approach with counterexamples to predictions (vii) 
and (viii). The verb-raising analysis cannot use adverbial clustering to explain counterexamples to prediction 
(viii), because this would remove the strongest evidence in support of verb movement.  
 A few comments are in order about adverb clustering in context other than the ones discussed 
above. To begin with, one would expect adverb clustering elsewhere, and indeed it is found sentence-finally 
in examples like the following: 
 

(113) a. [Carlos agreed to paint two doors once, but he made a mistake.] 
  He painted the first door [accidentally twice]. 
 b. [Ava played the harpsichord continuously for an hour. We thought that was it, but then…] 
  She played the recorder [again continuously] for forty minutes. 
 

This does not mean that earlier claims are undermined. For example, I used the examples in (114) as con-
firmation of the prediction that adverbs within the verb’s selection domain come in ascending order. This 
prediction stands as the relevant adverbs to not cluster. 
 

(114) a. Ava treated Carlos ⟨*twice⟩ badly ⟨twice⟩. 
 b. Ava dressed her children ⟨*twice⟩ elegantly ⟨twice⟩. (quality) 
 c. John fired two employees ⟨*just now⟩ again ⟨just now⟩. (2 > again) 
 

(115) a. *It was [twice badly] that Ava treated Carlos. 
 b. *It was [twice elegantly] that Ava dressed her children. 
 c. *It was [just now again] that John fired two employees. 
 

Similarly, I claimed in section 1 that the obligatory descending order of adverbs sandwiched between verb 
and object in Czech, provided evidence for verb raising from an underlying position adjacent to the object. 
This argument is not affected by the option of adverb clustering. If a given pair of adverbs sandwiched 
between verb and object can only come in the descending order, as in (116), the structure must be derived 
by verb movement. Suppose there were no verb movement and adverbs were instead allowed to attach 
between the base positions of verb and object. Then, the descending order could result from clustering, 
but the ascending order would be ruled in as well, as the adverbs could attach to the clausal spine separately. 
 

(116) a. V AdvP2 AdvP1 DP 
 b. *V AdvP1 AdvP2 DP 
 

Conversely, if the two adverbs can only come in ascending order, as in (117), the structure qualifies as a 
genuine counterexample to the CFC. Suppose the verb were generated in a position adjacent to the object 
and subsequently moved across the adverbs. Then the ascending order could be explained as resulting from 
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clustering (with the right-most adverb modifying the leftmost one). However, the descending order should 
be grammatical as well, in case the adverbs do not cluster. 
 

(117) a. *V AdvP2 AdvP1 DP 
 b. V AdvP1 AdvP2 DP 
 

The only case in which no conclusions can be drawn without further research is when there is no fixed 
order of adverbs. As this is not true in Czech, there remains a strong case for verb movement in this 
language. 
 

5.4.4. AcI 
I finally consider the distribution of adverbs in sentences with an infinitival complement. The CFC predicts 
that in AcI constructions, neither adverbs belonging to the matrix clause nor adverbs belonging to the 
embedded clause can appear between the verb and the embedded subject. This explains the contrasts be-
tween (118a) and (118b) and between (119a) and (119b). 
 

(118) a. I ⟨confidently⟩ expected ⟨confidently⟩ that [Marcia would leave]. 
 b. I ⟨confidently⟩ expected ⟨*confidently⟩ [Marcia to leave]. 
 

(119) a. I expect that [⟨tomorrow⟩ Marcia will leave ⟨tomorrow⟩]. 
 b. I expect [⟨*tomorrow⟩ Marcia to leave ⟨tomorrow⟩]. 
 

These data support the overall approach adopted here. However, as is well known, English permits matrix 
adverbs to intervene between the embedded subject and predicate of an AcI construction: 
 

(120) John believed Mary sincerely to be the winner. 
 

This has widely been construed as evidence for raising to object (RtO; Postal 1974, Johnson 1991, Lasnik 
1999). However, it could also result from ECM, combined with extraposition of the embedded predicate 
(ECM+X; Pesetsky 1982, Massam 1985, Neeleman 1994). 
 

(121) a.          F2 
 6 
V              F1 
         6 
       DP*   									VP 
          3 
  AdvP            V 
                   3 
                 tV          S 
    3 
                         tDP*															Π 

b.                             V 
         3 
       V                Π 
           3 
          V              AdvP 
  3 
V                S 
           3 
        DP*             tΠ 

 

Neeleman and Payne (2021b) present evidence in favour of ECM+X. The first argument is based on Barss’s 
generalization. Existentials reconstruct in A-chains (May 1977; Hornstein 1995; Fox 1999; Lebeaux 2009):  
 

(122) a. [Some young lady]1 [seems (to me) [t1 to be likely t1 to dance with every senator]]. 
(∃>∀; ∀>∃) 

 b. [Some young lady]1 [seems to herself1 [t1 to be likely t1 to dance with every senator]]. 
(*∀>∃) 

 c. Mary1 [seems to some young lady [t1 to be likely t1 to dance with every senator]]. 
(*∀>∃) 

 

Barss (1986) and Sauerland and Elbourne (2002) observe that reconstruction is blocked if the AP in which 
the existential originates moves to a position c-commanding the existential (i.e. reconstruction requires 
surface c-command of the reconstruction site): 
 

(123) [How likely t1 to dance with every senator]2 does [some young lady]1 [seem [t1 to be t2]]? 
(*∀>∃) 

 

The RtO analysis predicts that scope will be unaffected by adverbial intervention, but the ECM+X analysis 
predicts Barss’s Generalization effects. These are indeed found: 
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(124) a. John sincerely believed some young lady to be likely to dance with every senator. 
(∃>∀; ∀>∃) 

 b. John believed some young lady sincerely to be likely to dance with every senator. 
(*∀>∃) 

 

The pattern is consistent. All the (a) examples below are ambiguous (∃>∀; ∀>∃); none of the (b) examples 
allows the existential to be interpreted in the scope of the universal (∃>∀; *∀>∃). 
 

(125) a. The spokeswoman reluctantly confirmed some battlecruiser to appear to have bombar-
ded every coastal town. 

 b. The spokeswoman confirmed some battlecruiser reluctantly to appear to have bombar-
ded every coastal town. 

 

(126) a. The engineer quite easily proved some metal part to be certain to fail in every T-39 
aircraft. 

 b. The engineer proved some metal part quite easily to be certain to fail in every T-39 
aircraft. 

 

(127) a. Jeremy privately admitted some politician to be likely to be involved in every current 
scandal. 

 b. Jeremy admitted some politician privately to be likely to be involved in every current 
scandal. 

 

(128) a. Tara incorrectly assumed some doctor to be likely to visit every patient by noon. 
 b. Tara assumed some doctor incorrectly to be likely to visit every patient by noon. 
 

The second argument is based on the order of adverbs in AcI constructions. The ECM+X analysis predicts 
ascending order throughout. The RtO analysis predicts descending order when two adverbs intervene, var-
iable order when the embedded predicate appears between the two adverbs and ascending order when both 
adverbs appear sentence-finally: 
 

(129) a.	
	

                       VP 
                3 
                                    VP              ⟨Π⟩ 
       3 
                        VP            AdvP2 
                    3 
                  VP             ⟨Π⟩ 
           3 
         VP            AdvP1 
  3 
V                S 
           3 
        DP*            ⟨Π⟩ 

b.         F2P 
 6 
V    F1P 
         6 
       DP*           VP	
																	egi	
										⟨AdvP2⟩    VP     ⟨AdvP2⟩	
               egi 
         ⟨AdvP1⟩    VP     ⟨AdvP1⟩ 
                  3 
                 tV                     S 
                           3 
               tDP*														Π	

 

The data support the extraposition analysis. Neeleman and Payne provide experimental evidence for the 
contrasts given below. (The examples in (131) were presented in a context that does not favor adverb 
clustering, but there is some evidence that it still played a role, as again-continuously was judged better when 
the two adverbs are adjacent.)  
 

(130) a. John believed Mary ⟨sincerely⟩ yesterday ⟨*sincerely⟩ to be six feet tall. 
 b. John believed Mary sincerely to be six feet tall yesterday. 
 c. *John believed Mary yesterday to be six feet tall sincerely. 
 d. John believed Mary to be six feet tall ⟨sincerely⟩ yesterday ⟨*sincerely⟩. 
 

(131) [During their first tour of duty, John continuously expected Bill to die, but this never hap-
pened. During their second tour of duty …] 

 a. John expected Bill ⟨continuously⟩ again ⟨*continuously⟩ to die 
 b. John expected Bill continuously to die again 
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 c. *John expected Bill again to die continuously 
 d. John expected Bill to die ⟨continuously⟩ again ⟨*continuously⟩. 
 

In sum, the distribution of adverbs in AcI constructions supports the proposed account of compactness, 
rather than posing a problem for it. 
 

5. Conclusion 
I have argued that the association between the XV/VX parameter on the one hand and adverbial interven-
tion/compactness on the other can be understood in terms of two linear factors: the XV/VX parameter 
itself (which is taken to be a linearization parameter), and the CFC. The distribution of FQs was accounted 
for by a further linearization constraint that required placement between an argument and a predicate. 

There is circumstantial evidence that the linear constraints in question are part of the syntax: (i) 
they drive VP-shell formation, a syntactic process; (ii) linearization with respect to traces matters, even 
though traces have no phonological realization. 

If so, the proposal is at odds with the claim in Chomsky 1995, 2013, Berwick et al. 2011 and 
Chomsky et al. 2019 that linear order is a reflex of the sensory-motor system and plays no role in syntax or 
semantics. These authors provide strong evidence that some syntactic rules are structure-dependent, but of 
course this does not imply that no syntactic rule refers to linear order.  
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